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Very Brief ALCF Overview

One half of the leadership class facility
supported by the U.S. Department of Energy

Home of Mira, 10-petaflops IBM Blue Gene/Q
— 49,152 nodes / 786,432 cores

— 786 TB of memory

— 3,145,728 hardware threads

Host to 40 INCITE, 18 ALCC, and 112
Director’s Discretionary computational
research projects”

Home to 996 users’

“Informal tally as of 1/9/14



ALCF-Related Software

Scientific Codes

. . » o . <« Computational Scientists work here
User-written domain-specific applications and scripts

Programming Environment

Compilers, debuggers, solvers, communication libraries,
performance optimization tools, visualization tools, etc.

s Many many others work here

Systems Software

Job schedulers, user account management, job accounting,
monitoring, operating system, file management, machine-specific
software (Blue Gene driver), etc.

Tukey: for results analysis
and visualization

Vesta: for app development; short
queues, hands-on assistance

¢ Cetus: smaller than Mira but
otherwise identical; for debugging

ASCR WORKSHOP ON SOFTWARE PRODUCTIVITY FOR EXTREME-SCALE SCIENCE ¢ Mira: pdeUCtion System JANUARY 2014



ALCF-Related Software

Key Challenges

Scientific Codes

User-written domain-specific applications and scripts

Programming Environment

Compilers, debuggers, solvers, communication libraries,
performance optimization tools, visualization tools, etc.

Systems Software

Job schedulers, user account management, job accounting,
monitoring, operating system, file management, machine-specific
software (Blue Gene driver), etc.
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Disconnects exist between the development
of science codes, the design and
development of programming environments,
and evolution of the underlying systems

As new machine architectures are
introduced, science codes must adaptin a
timely fashion

Prodigious amounts of data will be produced
at extreme-scales, creating its own problem
Scientific computing is increasingly
collaborative, interactive, and geographically
distributed

Familiar software development tools may
not function at extreme scale

Extreme-scale computing may require the
computational scientist to learn new coding
techniques and software engineering for
maintaining and evolving codes

Tukey: for results analysis
and visualization

Vesta: for app development; short
queues, hands-on assistance

» Mira: production system

» Cetus: smaller than Mira but
otherwise identical; for debugging

JANUARY 2014



ALCF-Related Software
. Proposed Approach

e Foster engagement between application
developers, library developers, and DOE
leadership facilities staff

- Guided by insights learned through the

User-written domain-specific applications and scripts interactions cited above, invest in

libraries and programming frameworks

= that are designed and implemented by
experts and can be used by many
applications

Programming Environment e Design abstractions to facilitate adaptation
of science codes to disruptive architectures

e Develop mechanisms that help scientists
manage extreme-scale data

1| ® Enable new interaction modes for
computational science campaigns

e Engage vendors and researchers, and
enhance the user experience, by leveraging

Job schedulers, user account management, job accounting, open-source community software

monitoring, operating system, file management, machine-specific
9. o soft\%arye (Blue Gene d,ﬁ,e,) etc. P e Develop a knowledge base for extreme-scale
computational science

Scientific Codes

Compilers, debuggers, solvers, communication libraries,
performance optimization tools, visualization tools, etc.

Systems Software

Tukey: for results analysis
and visualization

Vesta: for app development; short
queues, hands-on assistance

¢ Cetus: smaller than Mira but
otherwise identical; for debugging
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