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Background
Disconcerting sensitivities of CAM and EAM 
results to numerical choices

Figure 1: (a): Global mean shortwave cloud forcing change (�SWCF) caused by a globally uniform 4 K increase in sea surface
temperature, simulated by EAMv0 using 5 min (light green) or 30 min (default, blue) timesteps. The height of each bar indicates
the average over 10 model years. The whiskers indicate the ±‡ range where ‡ is the standard deviation of yearly results. (b) and
(c): Timestep error in air temperature (y-axis) and solution self-convergence rate (numbers in parentheses) in 1 h global simulations
conducted with EAMv0 and EAMv1, respectively. The definition of the timestep error follows Wan et al. (2015).

v1 converge at the expected rate of 1.0 but the full models converge at substantially lower rates of 0.3 or
0.4. This suggests that the parameterizations or their coupling to dynamics are the primary causes of the
undesirable numerical properties. Poor convergence hence provides a pointer to places in the model where
improvements are needed to reduce numerical artifacts and uncertainty in future climate simulations.

The E3SM model is designed (and being updated) with the Department of Energy’s (DOE’s) leading-
edge computers in mind. The E3SM project will focus on high-resolution modeling in the next years.
Smaller timesteps will become necessary for maintaining stability of explicit schemes in the dynamical
core. For the parameterizations, model developers generally have the inclination to retain large step sizes
or only mildly shorten them to save computational cost, but a recent example from E3SM itself has shown
that this could cause unacceptable numerical errors (Zhang et al., 2018). To reap the most benefits from
the extra computational cost that comes with the necessary reduction of step size at higher spatial
resolutions, time integration schemes with higher order are desirable. It is therefore urgent to improve
solution convergence.

Another goal of the E3SM project is to quantify Earth system uncertainties using ensemble modeling,
for which a method to generate representative ensembles is a key. While the climate modeling community
has started some efforts to create climate projection ensembles by perturbing initial conditions (Kay et al.,
2015), experience in numerical weather prediction has shown that such methods often give insufficient
spread among the ensemble members. The E3SM project does not yet have a concrete strategy for perturb-
ing its currently deterministic simulations. In Phase 1, we identified terms in the equations of EAMv1’s
turbulence and cloud macrophysics parameterization that can be potential candidates for a stochastic formu-
lation (Sect. 4.4). A computationally efficient time integration method was developed for physics-dynamics
equations with state-dependent stochastic forcing and was evaluated in prototype problems (Sect. 3.6). Al-
though our work in this aspect only addresses one (among many) of the sources of model uncertainties,
namely those associated with time integration errors, it can be a useful step toward the E3SM project’s
long-term plan for ensemble modeling.
1.2 Programmatic Relevance

As explained in Sect. 1.1, timestep error in atmospheric physics parameterization is a major contributor
to numerical uncertainties in EAM’s climate change simulations and poor convergence can hinder efficient
use of computing resources in high-resolution simulations. Our efforts aiming at addressing these issues,
are therefore directly relevant to DOE Office of Biological and Environmental Research (BER) Climate and
Environmental Sciences Division’s (CESD’s) vision to “develop an improved capability for Earth system
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Shortwave Cloud Forcing Change in 
Response to 4K SST Increase in

EAMv0 (1o resolution)

Need to
• Distinguish numerical error from physics error
• Improve numerical accuracy

Ultimate Goal
A model that faithfully represents the 
intended physics
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Numerical Challenge

Simulation setup
• 1 h global simulations
• ∆t range: 30 min down to 1s
• 6-member ensembles (spread small, 

invisible in plots)
(cf. Wan et al., 2015, JAMES for 
CAM5 results from SciDAC-3)

The Challenge, cont’d

● Poor time-step convergence in EAMv1 and 
several predecessors

● Accuracy contrast between full-model and 
dynamical-core-only results

● Implications
○ Poor convergence � code is not doing 

what it is supposed to do
○ Strong time-step sensitivity � change in 

step size can lead to physically 
significant changes in model climate

● Atmospheric physics parameterizations
○ Traditional focus on conceptualization of 

physical understanding
○ Practical motivations to use long step sizes
○ Unit testing and verification are rarely done

Time Stepping Error and 
Self-convergence Rate in E3SMv1

Multi-year Mean Boreal Summer Cloud 
Fraction Change Caused by Reduction of 
Time Step Size (5 min – 30 min) in E3SMv1

Time-stepping error and solution
self-convergence in EAMv1

Poor time step convergence in CAM and EAMv0, v1
• Model behaves in an unexpected way
• Limited accuracy gain from future reduction of time 

step size in high-resolution models

Cultural Challenge
Lack of verification culture in parameterization development

Specific Goals of the Project
• Understand the root causes of poor convergence
• Improve solution convergence and accuracy
• Demonstrate relevance to climate research



Resolving Convergence Issues in a Simplified Global Model
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Key Accomplishments
• Identified issues in process coupling, closure assumptions, and 

initialization
• Restored 1st-order convergence in short (weather-scale) simulations
• Revealed substantial impact on long-term climate
• Two companion papers to be submitted to JAMES

manuscript submitted to Journal of Advances in Modeling Earth Systems

Figure 4. (a) Solution RMSE and self-convergence after 1 h of integration using the baseline model (blue)
and the model with revised splitting (red). Like in Figure 3, color shading shows the two standard devia-
tion range of the RMSE’s of 6 ensemble members; the numbers in parentheses are the 6-member mean and
standard deviation of the convergence rates. (b) Histograms of |�T | in individual grid boxes between the
simulations using �tphys = 8 s and �tphys = 1 s, shown for ensemble member 1 after 1 h of integration.
The baseline model (blue) and the model with revised splitting (red) are described in Sections 3.3 and 3.4,
respectively.
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Figure 5. Solution RMSE and self-convergence rate after 1 h in (a) the baseline model (Sections 3.3) and
(b) the model with revised splitting (Section 3.4). Only the simulations performed with the first set of initial
conditions are shown here; other ensemble members show very similar results and hence are not presented
here. Light blue marks show solution errors averaged over all grid boxes; brown and green are solution errors
averaged over grid cells in which |�T | between the simulations using 8 s and 1 s step size fall into specific
ranges (see labeling in each plot). Numbers in parentheses are the convergence rates. The percentage of grid
boxes falling into each range of |�T | is also shown.
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Solution error and self-convergence in 1 h 
simulations with the simplified model

manuscript submitted to Journal of Advances in Modeling Earth Systems

Figure 9. Left column: zonally averaged (a) total cloud cover, (b) longwave cloud radiative effect, and (c)
shortwave cloud radiative effect in climate simulations conducted using the CAM4 physics parameterization
suite. Blue corresponds to the baseline model that uses Eq. (26) and the revised revised splitting (Eq. 33),
respectively. Right column: the differences between the two simulations (revised splitting minus baseline).
Solid lines are 10-year averages; color shading indicates the ±� range where � is the standard deviation of
the annual averages.
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10-year mean total cloud cover 
simulated with CAM4 physics

Impacts
• New insights on possible causes of convergence problem
• Improved physical consistency and impact on long-term climate 

demonstrate relevance to atmospheric physicists

Details of the Investigation
• Bare-bones version of large-scale condensation parameterization used in CAM2-4
• All convergence tests using dynamical core plus only the condensation scheme to 

help isolate issues
• Formal (theoretical), a priori error analysis indicated the expected convergence rate 

and revealed conditions for observing that rate
• Suboptimal coupling method, sub-grid closure assumptions, and initialization were 

found to trigger singular and discontinuous solution; the latter had a root in the 
model’s continuous formulation

• Alternative time integration method was derived to avoid the singularity



Improving Convergence of EAM’s 
Turbulence Parameterization
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Key Accomplishments
• A bug fix restored convergence in single-column simulations
• Revised initialization improved convergence in 1 h global 

simulations

Solution error and self-convergence in 1 h global 
simulations using EAM’s dycore + CLUBB

Next Steps

• Improve convergence in longer 
global simulations. Physics-
dynamics coupling and 
singularities in numerical 
solution are likely causes of 
convergence problem

Figure 4: (a): Time-stepping error after 1 h in a stratocumulus case (DYCOMS RF02) simulated by the EAM single-column model.
Numbers in parentheses are self-convergence rates. (b), (c): Time evolution of cloud fraction during a 6 h period in simulations
with �t = 80s before and after bug fix. Bug fix was included in the master branch of E3SM’s code repository on Aug 15, 2018.

terms of the range of physical phenomena it describes as well as the number of equations and the right-hand
side terms those equations contain. Our initial tests showed that CLUBB coupled with EAMv1’s dynamical
core converged at a rate of 0.4.

Single-column simulations: To tease out the impact of physics-dynamics coupling, we conducted ide-
alized simulations for various cloud regimes (stratocumulus, shallow convection, and deep convection) us-
ing EAM’s single-column configuration. Some of the cases initially exhibited very poor convergence and
strong timestep sensitivity (see blue marks and line in Figure 4). Further investigation uncovered a bug in
the single-column model that produced very strong, artificial wind shear when the horizontal wind (u and
v) forcing profiles did not extend as high in altitude as the model grid. The resulting rapid turbulent motions
damaged the convergence rate. After implementing a bug fix we were able to achieve the desired first-order
convergence in those single-column cases. It is worth noting that the bug would not have been found if the
single-column model was only exercised with the default long timesteps. This experience also taught us the
importance of ensuring the realism of the external forcing when performing convergence tests.

Global model results: After demonstrating that CLUBB converges at the expected first-order rate in
single-column cases, we analyzed convergence in the global model. Initial experiments showed poor conver-
gence of rate 0.4, with a plateau in the convergence curve. Math team members pointed out such a plateau
could have been caused by rapid transients unresolvable by long timesteps but progressively better resolved
at shorter timesteps. By inspecting time series, we discovered that the transients arose early in the simulation
because the turbulence moments were initialized to zero, but the mean shear profiles and buoyant forcing
were consistent with strong turbulence. The initial spin-up of turbulence created rapid transients. To remedy
this problem, we revised EAM’s initialization procedure to use spun-up values of the turbulence moments
that are consistent with the model’s atmospheric state. This “warm” start increased the convergence rate
to nearly 1 after 1 h test runs. This experience demonstrated that imbalanced model state variables can
cause fast transients and affect convergence. Although this fact is known in the math community, it is not
widely appreciated by atmospheric scientists. It would be useful to ascertain whether improperly initialized
turbulence fields also significantly degrade short-term hindcasts.

Although convergence is now close to 1 in 1-h global simulations with dynamical core plus CLUBB
and warm start, the convergence rate shows a gradual degradation as the simulations proceed further. This
suggests that there still exists a pathology that needs to be addressed. We have come up with two hypotheses:
First, since the single-column results converge as expected but the global results do not, it is possible that the
convergence problem does not reside within CLUBB but arises from a defect in the coupling with dynamics.
(Note that this coupling was the primary cause of poor convergence in the simple parameterization discussed
in Sect. 3.3.) Second, the cause of poor convergence resides solely in CLUBB, but the pathology is triggered
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(a) Solution error and self-convergence and (b)-(c) time evolution of cloud 
fraction in single-column simulations with CLUBB (case: DYCOMS RF02)
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Improving Solution Accuracy and 
Convergence for Stochastic Problems

that this is due to the storms that moved east and, more
importantly, north undergoing extratropical transition
with a commensurate drop in central pressure but also
an increase in radial extent of the storm such that the
pressure gradient across the storm was maintained and
hence no significant surface wind increase. In addition,
a number of the simulations that tracked to the west lead
the TC to track across Hispaniola and Cuba, which leads
to significant interactions with topography that also lead
to a weakening of the storm for those cases. A specific
example of this can be seen in the btu 52400 n mi (east–
west) simulation at the 80-h forecast lead time. The
significant drop in surface wind speeds for this TC at this
forecast lead time is a result of the TC interacting with
Hispaniola.

b. Variance

In this subsection we will set cu 5 cu 5 0 and vary the
variance parameter a. In contrast to the last section
these simulations are stochastic and the issue of which
stochastic calculus to use becomes important. In this
subsection we will perform experiments where we make
use of the Itô correction (2.21) to ensure solutions ac-
cording to the calculus of Stratonovich. These will be
referred to as the Stratonovich simulations. In addition,
we will also perform experiments without the Itô cor-
rection to understand the behavior of TCs evolving ac-
cording to the Itô stochastic calculus. These will be
referred to as the Itô simulations. All simulations in this
section will consist of a 20-member ensemble whose
spread is entirely a result of the Brownian motion as the
initial condition for all simulations is identical.
Because the noise w has units of s21/2 the variance

parameter a has units of m s21/2. Hence, we will again
define this parameter relative to the t 5 120-h forecast
lead time as a5 d/

ffiffiffi
t

p
, where d is the desired inflation of

the ensemble standard deviation obtained at the par-
ticular forecast lead time t. We will examine the be-
havior of TCs being induced to undergo Brownian
motion with four values of the parameter d calculated
at t 5 120 h and from the following four desired stan-
dard deviation inflation values: 25, 50, 100, and 200 nmi.
Recall that the underdispersiveness of the ensemble shown
in Fig. 1 was 75nmi and is therefore encompassed by this
parameter range.
Figure 6 shows the 20 ensemble member TC tracks

obtained from the d 5 100 nmi simulation for both the
Itô and the Stratonovich algorithm. One can see in Fig. 6
that the character of the tracks is not distinctly different
between the Itô and the Stratonovich algorithms. This
feature was discussed in section 2 as the predicted dif-
ferences between the two algorithms were entirely in the
amplitude of the resulting TCs. So, while the character

of the tracks is not distinctly different for the two sto-
chastic calculi the intensity of the storms is clearly dif-
ferent (Fig. 7). Figure 7 shows that the use of the calculus
of Itô leads to distinctly more intense TCs than that of
Stratonovich. Further proof of this is shown in Figs. 8
and 9 where we compare ensemblemembers 1 through 5
for both the Itô and the Stratonovich simulations to the
control simulation in absolute vorticity at the 850-mb
level. The Stratonovich simulations of Fig. 9 reveal an
ensemble of TCs that appear similar to the control
simulation but shifted to new locations. In addition,
there appears in both algorithms and the control a positive–
negative vorticity couplet on the leeward sideofHispaniola

FIG. 7. Intensity measures for the d 5 100nmi simulation. Red
tracks are for the Itô stochastic calculus and blue tracks are for the
Stratonovich calculus. Thick black line is the control simulation.

MAY 2014 HODYS S ET AL . 1991

Intensity of Hurricane Isaac (2012) 
Measured by Max. Surface Wind Speed 

Control (deterministic)
Ensemble forecasts 
with Ito correction

Ensemble forecast, 
no Ito correction

Figure reproduced from 
Hodyss et al. (2014, Mon. 
Wea. Rew.) with permission

Stinis et al. (2019), under review

Key Accomplishments
• Derived a generic formulation of the Ito correction
• Demonstrated benefits for solving a stochastic 

advection-diffusion problem
• Method applicable to a wide range of noise processes
• Manuscript under review for Mon. Wea. Rev.

Figure 7: Time-stepping error in numerical solutions of the noise-forced
advection-diffusion equation (11) using the forward Euler scheme with (blue)
and without (red) Itô correction. (a) and (b) correspond to test problems with
constant (a) or space-dependent (b) advection velocities. – = 0 is a white
noise case and – = 10≠6 is a colored noise case. All RMSEs were calculated
against analytical solutions. From Stinis et al. (2019).

clearly seen in this example, regardless
of the color of the noise. For the same
timestep sizes, the Itô correction helps
to substantially reduce time-stepping er-
ror and significantly improve the con-
vergence rate of the numerical solutions.
Alternatively, for the same target accu-
racy, the generalized Itô correction al-
lows for the use of significantly longer
step size and hence helps to reduce the
computational cost of the numerical sim-
ulations. The ability to accurately and
efficiently solve a stochastic differential
equation provides a solid basis for the
Phase 2 work that aims at developing a
stochastic version of EAM’s turbulence
parameterization CLUBB (Sect. 4.4).

One point worth emphasizing is that colored noises, like we tested in the numerical example above,
are in principle resolvable by sufficiently small step sizes. This means that although our derivation started
from a stochastic differential equation, the generalized Itô correction can also be useful for deterministic
problems for the purpose of improving solution convergence, accuracy, and efficiency. We will come back
to this point in Sect. 4.

3.7 Process Interactions in EAMv1 and the Impact on Long-term Climate
Key Accomplishment

Demonstrated that process interaction and its numerical

representation have strong impacts on the long-term cli-

mate in EAMv1. Some of these findings are discussed in

Zhang et al. (2019b) and Brunke et al. (2019).

Apart from the analyses that took a mathe-
matical perspective and evaluated solution ac-
curacy and convergence in short-term simula-
tions, we also took a more traditional climate
modeler’s perspective and carried out long-
term climate simulations using EAMv1.

Physics-physics coupling: Timestep sensitivity in EAMv1’s long-term climate was assessed using sim-
ulations with the default (30 min) and shortened (5 min) timestep where significant changes in cloud fraction
and cloud forcing were seen in the subtropical and tropical regions (Zhang et al., 2019b). To attribute the
timestep sensitivity, we performed 10-year simulations using various configurations of the process coupling
and substepping. The most intriguing findings were that the observed timestep sensitivity in the fraction of
low clouds was caused not by the turbulence, shallow convection and cloud macrophysics parameterization
CLUBB but rather by the timestep size used in deep convection and its coupling with dynamics, (ii) the
observed timestep sensitivity in the fraction of high clouds was caused by the substepping of CLUBB and
cloud microphysics rather than deep convection which is an important source of ice clouds. The dynamics
substepping within a physics-dynamics coupling timestep (default is 30 min) was found to have little impact
on the model climate, a conclusion that is consistent with the relatively small time-stepping error in the
dynamical core observed in short-term convergence tests (Figure 1c). These results further confirmed that
the parameterizations are the main source of timestep error in EAMv1. They also suggest that there are
complex interactions among the parameterizations that warrant further investigation.

Physics-dynamics coupling: The displacement of the simulated marine subtropical stratocumulus decks
from where they are observed in the real world is a signature of model biases in EAMv1 and other U.S.
models (Koshiro et al., 2018). We conducted a sensitivity experiment for the years 2007-2009 in which
the horizontal winds in the model were constrained by nudging them toward the Modern Era Retrospec-

13

Solution Error in Stochastic Advection-
diffusion Problem after 2 Time Units

no Ito correction

with Ito 
correction

Current Work
• Idealized 2D problem with stochastic sub-grid turbulence

Significance and Potential Impacts
• Stochastic parameterizations are attractive for 

ensemble prediction and uncertainty quantification
• Time-stepping methods for deterministic equations can 

give large errors when applied to stochastic problems
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New Tests for Assisting E3SM’s 
Software Development

Key Accomplishments
• Established convergence behavior of solutions 

computed using reduced or mixed precision
• Designed and verified an objective and inefficient 

method for assessing solution correctness
• Create a first mix-precision version of EAMv1
• A paper was submitted to JAMES

Impacts
• Proof-of-concept for a single-precision EAM
• Convergence test is hundreds of times 

cheaper than multi-year simulations; will be 
particularly useful for high-resolution models

Zhang et al. (2019), submitted

manuscript submitted to a peer-reviewed journal

Figure 7. Top row: geographical distribution of 10-year mean low cloud fraction (CLDLOW, unit: percent,
panel a) and net shortwave radiative flux at the top of atmosphere (FSNT, unit: W m�2, panel b) in a simula-
tion conducted with the default EAMv1 model using double precision. Second row: 1-year mean differences
between simulations using single or double precision for the turbulence parameterization CLUBB. Third row:
as in the second row but showing 10-year averages. Bottom row: 1-year mean differences between simulations
using half or double precision for CLUBB.
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Solution error in 5-day 
simulations relative to 

64-bit benchmark

Annual mean low cloud fraction 
difference between simulations using 

half and double precision

manuscript submitted to a peer-reviewed journal

Figure 7. Top row: geographical distribution of 10-year mean low cloud fraction (CLDLOW, unit: percent,
panel a) and net shortwave radiative flux at the top of atmosphere (FSNT, unit: W m�2, panel b) in a simula-
tion conducted with the default EAMv1 model using double precision. Second row: 1-year mean differences
between simulations using single or double precision for the turbulence parameterization CLUBB. Third row:
as in the second row but showing 10-year averages. Bottom row: 1-year mean differences between simulations
using half or double precision for CLUBB.

445

446

447

448

449

450

–13–



8

Community Awareness and Activities

• Starting to see increased awareness of numerical 
issues among atmospheric physicists within and 
outside the E3SM community

• Review article published on physics-dynamics 
coupling in weather, climate and Earth System models 
(Gross, Wan, Rasch et al., 2018, Mon. Wea. Rev.)

• Wan as co-organizer of international Physics-
Dynamics Coupling workshop series 
(ECMWF 2018, GFDL 2020)

• Invitation from GEWEX/GASS to organize a process-
coupling related model intercomparison. First white 
paper submitted.
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Summary
We demonstrated that
• Poor time step convergence in EAM and related models can be understood and improved
• Improving convergence helps to obtain better numerical robustness and physical consistency
• The impact on model climate can be large
• Convergence testing also has other useful applications
Math-climate collaboration was key to the accomplishments

Ongoing Efforts
• Addressing convergence issues in EAM’s turbulence parameterization CLUBB
• Develop Ito correction for idealized stochastic turbulence parameterization
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Future Work

Improving process coupling using advanced 
time integration methods

• Radiation, clouds, and turbulence
• Turbulence, surface processes, and dynamics
• Water vapor condensation and deposition

Stochastic modeling and Ito correction for CLUBB

• Avoid undue numerical damping
• Allow for long time steps while retaining accuracy

use the generalized Itô correction developed in Phase 1 (Section 3.6), or further refined versions discussed
below (Section 4.4.3), to accurately and efficiently solve the stochastic equations. The advantage of our
approach is that the stochastic process and its associated Itô correction will be mathematically consistent.
This can eliminate the arbitrariness of the artificial damping term and, hopefully, will restore features that
could have been masked by the artificial damping.

Figure 10: Evolution of the turbulence advection
term in the equation of wÕ3 in CLUBB (unit: 10≠3

m3 s4) in single-column simulations of a conti-
nental shallow convection case (ARM), (a) using
the default model; (b) using weaker eddy diffusiv-
ity damping in the equations of wÕ3 and wÕ2 and
the default timestep size, (c) using weaker damp-
ing as in (b) but substantially shorter timesteps.

The target terms to be reformulated will be the sources of
noisiness. Our numerical experiments showed that the turbulent
advection terms are such examples. In addition, these terms in-
volve the expression wÕ3/wÕ2 which, according to our experience
in Phase 1 (Section 3.3), creates vulnerability since inconsistent
numerator and denominator can result in unbounded fractions
and consequently degraded convergence. Therefore we will con-
sider them as the first candidates and consider replacing other
terms in later steps.

Given the sophistication of CLUBB’s formulation and the
many cloud regimes (and cloud-free regimes) it can describe, we
plan to start our initial development in single-column setup to
avoid having to deal with many regimes simultaneously. We will
start with an idealized test case representing a dry convective
boundary layer without shear. Upon gaining more experience
and insights, we will move on to more complex regimes, e.g.,
by adding moist processes. We will thoroughly evaluate the new
formulation in all standard single-column cases covering differ-
ent cloud regimes before evaluation in the global EAM. This last
step will be a substantial effort and is likely to happen in future
efforts beyond Phase 2.
4.4.3 Further Refinement and Generalization of the Itô
Correction (+25% Funding)

The generalized Itô correction developed in Phase 1 uses the
mean value of the square of the temporal noise increment (i.e.
E

#
(�Bj)2 $

in Eq. 10) to approximate the square increment of
any individual simulation (i.e., (�Bj)2 in Eq. 9). This approxi-
mation may be inaccurate when timesteps are large or when the noise process is nonstationary. We propose
to address these limitations using an alternative approach to constructing the Itô correction, namely by view-
ing the correction as the memory term in the Mori-Zwanzig (MZ) formalism. The MZ formalism (Mori,
1965; Zwanzig, 1961) is a general framework for model reduction developed in the early 1960s in the field
of non-equilibrium statistical physics (Mori, 1965; Zwanzig, 1961) and was reformulated in the early 2000s
(Chorin et al., 2000). The memory term in a reduced model accounts for the history of the coupling be-
tween the noise processes with the temporally resolved processes (Chorin et al., 2002; Chorin and Stinis,
2007; Givon et al., 2004). Prior experience of our team member (Stinis) showed it was possible to derive
Itô-correction-like memory terms using the MZ formalism, highlighting the fact that the generalized Itô
correction from Phase 1 is a special form of memory, namely a Markovian memory. The MZ formalism
will allow us to construct non-Markovian memory terms that are a further generalization of the Itô correc-
tion. Such corrections can potentially be more accurate for individual realizations of the noise processes and
allow for the use of longer timesteps in the numerical integration.
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Turbulent advection of !′# in a single-column simulation 
of continental shallow convection (ARM)


