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Stix Mini-App : Overview

e Plasma wave equation solver in pseudo-2D (work in progress) and pseudo-1D

1 . . - -
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KO :
e Current Boundary Conditions supported: S—1 —iD 0
— Conducting (1D, 2D) 0 = 1W¢ey DS —1 0
— Absorbing (1D, 2D) 0 0 P-1

— Linear finite sheath (1D)
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Stix Mini-App : 1D Model
(Based on Kohno 2017)

e Slab antenna
e Binzdirection (can be changed)
e User specified BCs for all edge faces

( f =80 MHz Only deuterium plasma
y ny=2.0x10* m" exe k,=1.0x10"" m"
A
A B,=54T k. =M k_ = 0in Stix
Perfectly - (K =10A/m Perfectly
conducting > conducting
wall P X Xy - wall
) - L

[H. Kohno, et. al., Phys. Plasmas 19, 012508 (2012)]
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Stix Mini-App : Finite Sheath BC

Example: Same plasma and setup parameters, different BCs

'005669- Linear z finite sheath BC: Conducting wall BC:

E, = vt( Dnz) E,, By =0

0 02835
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Left plot shows sheath BC allows Ex to no longer be zero oAl
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Stix Mini-App : Current and Future Work

e In 1D, implementing non-linear finite sheath BC: .
e (“p 1 (V) iw(JV)
¢ ¢ ( - nz) where p (Vf} <‘/12>
* In 2D Stix: [J. Myra, et al., Phys. Plasmas 22, 062507 (2015)]
— Incorporating current source in desired location
Example mesh

E field solution of mesh

Unsure whether this is
properly converged
(Work in progress)

.

Antenna edge
(zero thickness)

— Linear finite sheath BC —— non-linear finite sheath BC

— Create a more representative 2D mesh cross-section of a tokamak
e Non-uniform density in propagation direction o
e |ncorporating into PETRA-M Rv|‘=€-
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L M itude of llel electric field
Preconditioners : WKB | B S
— hot 4.3
13.8
e Forlarge numbers of DOF : P2
(>100M) direct methods exhibit N "
scaling problems which prevent 14
utilizing of larger compute | goe
———o——=  ™0.2
systems. xem o 0P
e Fast preconditioners are A 470400
required to enable the problems ) | o
of interest. / 56400 4
.. ( 2.3e+00§
e \WKB based preconditioner \\ 1.8e+00
\ : 1.2e+00
o Data parallel. s 5e.01
o Can provide estimate of E field. 10 12 14 0.0e+00
o Requires volumetric source term to  \yight and Bertelii, Plasma Phés'
be used as a preconditioner. Control. Fusion 56 (2014) 035006 Wpﬁ)A{x A
RF-SciDAC
v
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resY=brhs-A*Y, norm(A,1)=394474,norm(resY)=171264, kc=100

Preconditioners : WKB i
Solve Helmholtz equation in 1D 7 v somtremssoris oo
d2Y 1, W il H‘ ;‘HJ"'H”'M \ ”NHHH wu,mu\
+ K (2)Y = f(x) ek
de >20 2(‘)0 4(‘)0 600 800 1000

Homogeneous and particular solutions given as  «u =100+ 2+ coszx)), numeric

residual and analytic residual

1 T 150 - ?rmres,kc=190, restart=40,maxit=1
Y1, Y, = ——exp(+: / k(t)dt) bl e
k($> 0 1072 e
Y, = U@)Yi(z) + Us(x)Ya(2)
0 = UY1+U,Ys
fo= Uy +05Y;
Solve for C1 and C2 to satisfy '
boundary conditions P
Y =Y, +C1Y: + CoYs o N b S
RF-VS\c/iDeC
(A “
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Preconditioners : Algebraic |
Symmetric-Positive-Definite Preconditioner

We need a preconditioner for ¥V x (u1V x E) — w?eE Where

S —D 0
€ — 1D S 0 Where é = ‘B‘ﬁ
0 0 P

The obvious place to startis with V x (u 1V x E) + w?aE

A 0 O
Where o= | 0 4 o0 |and A=3(S+D|+|S—DJ

0 0 |P|
Clearly this can easily be rotated to align with more general .1
magnetic fields. Rf'j@""v‘vc
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Preconditioners : Algebraic Il
Applications in 1D

e Same 1D case as in miniapp, with
sheath boundary conditions ->
Non Hermitian, requires GMRES

e Using Euclid ILU preconditioner
with symmetric positive definite
precondition described on last
slide

e Single core runs.

e |teration count slowly grows as
number of elements increases -
likely because error correction
has to propagate along wave
characteristics

e Solver time increases linearly

Convergence vs NE (DoF=27*NE)

0.1 T T T

T I I T 3
Residual-100 ——
Residual-1000 - -
0.01 Residual-10000 ——

0.001

0.0001

1x107°

1x10%

1x107

1x108

1X10-9 1 1 1 1 1 1 1

NE Memory(MB) Time(s)

100 44 0.15

1000 170 1.6

100001411 17
A
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Preconditioners : Domain Decomposition

e While the positive definite
algebraic preconditioner
works for 1D problems,
the larger null space in
higher dimensions
becomes problematic.

e A domain decomposition
preconditioner where the
solution is solved exactly
(SuperLU or SPARSEPACK)
leaving error only at the
interfaces should work
better in 3D problems.

e |nitial 3D study for model
problem on the right:

[En—El 12

h k2| kh | Tter | Re |Ey— Elpz | Re 57r 2 | Im || By
0.140308 | 2 | 0.20 | 33 0.174009 0.28416 | 3.35228¢-09
0.140308 | 10 | 0.44 | 32 0.126879 0.20719 | 2.11609e-09
0.140308 | 51 | 1.00 | 39 0.135315 0.22097 | 1.16478¢-08
0.0701539 | 2 | 0.10 | 38 | 0.0912488 0.14901 | 5.21567-09
0.0701539 | 10 | 0.22 | 34 |  0.0625769 0.10219 | 1.00206e-09
0.0701539 | 51 | 0.50 | 45 |  0.0662409 0.10817 | 6.04593e-09
0.0350769 | 2 | 0.050 | 38 | 0.0912488 0.14901 | 5.21567e-09
0.0350769 | 51 | 0.25 | 49 | 0.0329131 | 0.053746905 | 4.29369e-08

Table 1: GMRES (relative tolerance le-8) tests on complex-valued DDM
reduced interface system, with FEM order 1. Parameters from Rawat and
Lee 2010 are used. L? norms are on one subdomain (results are nearly
identical on the two subdomains). Exact solution (1).

Exact solution for model source with Exn=0:
E = (sin(7y) sin(7z), sin(7wz) sin(7z), sin(7zx) sin(7ry)).

V xV xE—FKkE=2r*-k’)E.

o A,\/\ ;
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Preconditioners : Reduced Precision |

Using a direct solver to provide an approximate inverse of system matrix
reduces memory and/or FLOPS requirement, thus allowing for solving a
larger problem size.

Root Node? Memory Usage (max 717_28(3')
Low rank approximations go|| — 128bit, BLR =10 o

— 64bit
e BLR (Block Low Rank)
e HSS (Hierarchically Semi-Separable; _

60}

O
Lowering floating point precision — a8
e Single precision 20¢
[ MUMPS
Advantages: 0 50 100 150 200
. . o Time (Min)
e |Immediately applicable to realistic 3D problems.
e Potentially fit well for coarse grid solver in MG
Questions: o
Does it work well for indefinite-Maxwell problems? Vi
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Preconditioners : Reduced Precision Il

DIII-D high field silde lower hybrid launcher being
designed/built by MIT

e 15-20 GMRES iteration

e Possible to resolve LH wave scattering in 3D
e 110 M DoFs (exceeding project 5th year
milestone)
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Code Acceleration : TORLH GPU Porting

torlh was called total was palled times, total
gloini was called total wis calta) times; )
fftl_in1 was called total was called times 4
® G P U H a C ka t h O n was called total was. called times, t.cal
was called total wal \aalind times, total
was called total was called times, total
S m a I | Sca Ie 1 N was called torfL was times, total
was called 1 #ial \@s' lalle 1 times, total
was called 1 cotal we 8N 1 times, total
. was called 1 total was times. total
Su m m It TO po | Ogy was called 33 total Was 33 times, total
was called 99 total mblock:inside plasma was 99 times, total
v was called 4 total operev was called 99 times, total
i WS, "a_\led 163217 total TTLL_LnV wds cdlleu 031217 LLNEs, Lotdl
O e eS u tS Was” called V1172 total was called 37172 times, total
was called 19032064 total was called 032064 times, total
was called 132 total was calles 132 times, total
was caHeg (1)?; toia% was called 167 times. total
—_— was calle 8 ota zgemm called 825 times, total
® N V B LAS 2-3X was called 99 total gk s gty dogsil gy
add_bloc_riv d.{triGas called 33 total add_block_row_distri calley times, total
. . form rhs from zk was called 33 total o T warer Lot
S eed u rl m a rl I pzgetrs, Gk=EkBk was called total calld | times, total
p p p y pzgetrs, yk=Ekyk was called 33 total call'd times, total
<-yk was called 33 total call . times, total
- putGk was called 33 total ot = Someepeiete
I n Ca I IS to =Ekck was called 32 total pzgetrs , Gk=EkGk times, total
was called 32 total JRITESyVEC TIesat
pzgemm, yk=yk -Ck*ykml was called 32 total =yk- was ; times, total
. pzgetrs,T1=T2T1 was called 1 total = was times, total
SCA LA PAC K m at r I X pzgetrs,T3=T2T3 2 was called total = was | <. times, total
pzgetrs,ycyc=T2ycyc was called total pzgetrs,ycyc=T2ycyc was' 3= times, total
ptri_solve_replicate was called total ptri_solve_replicate wai + led times, total
. e e solve: xvec <- x_in was called total solve: xvec <- x_in wa  alled times, total
m u Itl p I I Cat I O n ptri_solve_distribut was called total ptri_solve distribut w/ called times, total
<-xk was called total wes called times, total
. . was called total was called times, total
<- was called total G 2inds [otal
ro utl n eS Wlt n O pzgemm, xk=xk-Gk*xkp was called total oA AR 2 times, total
lve: x in <- xvec was called total in <- xvec was called times, total
. was called total wadda ad times, total
COd e re St ru Ct u rl n was called total was "catled times, total
g. was called total was called times, total
_po was called total

it waspeptled times, total
westcalled times, total

was called times, total

was called times, total

val (atind times, total

was called times, total

was called times, total

elepwr-mp1 was called times, total
t0_elbfld was called times, total
elbfld was called 481 times, total

was called total
was called total
was called total
was called total
was called total
was called total
elepwr-mp1 was called total
t0_elbfld was called total
elbfld was called 4 total

Internal TORLH profiling
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GPU Calls

Code Acceleration : TORLH GPU Porting

nitial TORLH time prgfile with nvprof

*OpenACC acceleration of loop- e —
heavy matr|x-bU||d rout|nes Iead a :h;z . NEIRRANAYY AANRERRNARRNARRARNARN |1
to 2-5x speedup of those routines. ..

eCommunication, idle times, and

parallelization changes for |
GPUs lead to overall slowdown of =
matrix build however. | Long idle times algorithm

needs GPU optimization
ePerformance at larger scales .

(10s to 100s nodes, 10x resolution) is next step.

—We avoided code restructuring — long lived legacy code. Code restructuring
to an effective, GPU based, algorithm with minimized CPU-GPU
communication will be likely be necessary to achieve performance.

— Lots to do on one node, but really need ~10 nodes to see how ~ oA A A
tuning is different at scale. Planning to request some RF-SciDAC
Summit time to continue work. v
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niScope

FEM analysis platform

e Front-end interfaceto 2
open source software

e |ntegrated FEM modeling 1 PyMEEM [ S
from geometry to FEM crffortn . e A —
assembly and solve. e Ay pre-

e Deployment tool for our - T G Gy —
advanced physics model e 0 m examples

— Started as RF modeling z T
. . . : N /\ ﬂ.
tool and being applied in 1 A m
. 1. \
many RF problems in : N/ T 'v/ n
fusion experiments o d
— Use case is even © 1DRFwave |
expanding outside RF EM-thermal coupled PDE
waves
o N /\,[\ )
RF-SciDAC
Navier-Stokes V VA
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Petra-M : RF physics layer on the screen

General(NS:global)
¥ Mesh

Model Tree

oL lsi  Selection

. . §
Solve inhomogeneous Maxwell eq. in eoston s Arayrorn [
* UniformRefinement1
¥ Phys =epsilonr_pl(x, v, z)
freq u e n Cy d O m a i n ¥ EM3D1(NS:tokamak_plasma)
. ¥ D i |
— mu_r Elemental Form B
Vac1
o C Id I . h ” . . Bou:dary 10 00 0.0
old plasma with collisions ey 00 10 00
Port2 0.0 0.0 1.0
e RF t BCs (C id o
por S (Loax, waveguides Contiiiiy]
2 sigma  Elemental Form n
¥ Pair
Floquet1
0.005 0.0 0.0
e 3D/2D/1D geometry S
MUMPS1 0.0 0.005 00
0.0 0.0 0.005
[ NoMachine - PPPL_portal ol X
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 esressessnnn ] A ~ »
Project Tree <| global_ns.py | tokamak_plasma_ns.py |edit > v @ FA N ® i< » S Ol@ - | artist || axes page
efit_gfile1 A 1 dimport numpy as np I
LT edit_dfilel 2 # £
< | bookl 3 # reading data
- pagel 4 #
' 2 xes1 (L:0.00 B:0.00 5 gfile = proj.modell.efit gfilel
6 brrz = gfile.get contents("tabl¢
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I |(pro...el.axesl || M| | |(- D) -
- = ifigure/startup.py (2]
<|Tree variables | shell variables | ¢>| | >>> f"
= ] |0 Expression
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Id' ti — !
kywds {} Ic Model Tree (on sunfire04.pppl.gov) x
< w 0 . . General(NS:gll=l | config. i
2| [ bookl:proj.bookl(page 1) - o x | [ Plot Solution (on sunfire04.pppl.gov) b Geometry 9. | Selection | Init/NL. | Time Dep. ‘
File Edit View Plot Help <| GeomBdr Edge Bdr Bdr(arrow) | Slice |[> [~ Mesh epsilonr(*) lArray Form v |
A R i C A ) [BBRE P GmshMesh!
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& Pl [0,0,1.0,0 P
LN ane ,0,1.0,
3 I %’b‘\ ¥ EM3DL(EN] mur(*) |Elemental Form | v J
i J',l‘ Domain Index |all b Dc:/ma;n
B Ll g : 2C [1.0 |[0.0 |[0.0 |
: y J’u(“ ' NameSpace |Phys.EM3D1 v | Anisotry o Hll - Too ‘ N
Ex ——— M | Export Apply 4 E:);\'mdary(v: = : - | A N N
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Petra-M : continues to improve under RF-SciDAC

The first version was released 2018 Aug 2O iscon
and being updated constantly —

e Support new libraries, such as HYPRE
2.16, MUMUP 5.2, STRUMPACK 3.1 I N
e Add better interface for multi-physics -~ e
coupling, pre-conditioner...
e Current focus is..
e MFEM ver4 support .
e Python 3.7 (migrating Python is tr|V|aI but absorbing Python
C-API difference is more challenging)

Physics goal in FY 2020

PetraM_Geom

e Incorporate RF sheath BC to estimate impurity
production on JET ILA.
e |ncorporate adaptive refinement to allow resolution of slow and,

fast waves. Vv
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Meshing : Adaptive RF Simulation Workflow

e Workflow steps
Obtain and clean-up antenna CAD models

Combine antenna, reactor and physics geometries
Associate analysis attributes _ _
Steps 1-3 are interactive
Steps 4-7 are automated

Automatic mesh generation

MFEM finite element analysis
Estimate discretization errors. If below tolerance terminate
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Meshing — Simmetrix
RF Simulation — PetraM and MFEM

Error estimation, mesh adaptation - PUMI
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e Analysis geometry definition

e Mesh generation

Antenna defeatured using SimModeler GUI — =
Reactor cross section extruded

EFIT data used to construct flux surface
Model components combined

Mesh controls on analysis geometry

Automatic mesh generation

Curved mesh geometry inflation to
higher than quadradic geometry
(initial version — further

efforts required)

. Close-up of
2.5M element

quadratic mesh
N f\ CONAN
RF-SciDAC

(IAVA
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Meshing : Adaptivity in PetraM/MFEM

PetraM attribute specification

e |ntegration with PetraM/MFEM

— Parallel meshes integrated with MFEM — full
in memory integration

— Linkage with PetraM for attribute
specification — current version has some file

transfer — will be fully in-memory PetraM/MFEM result - electric
field component on a cut plane

alnlnls

e Adaptive Mesh Control

. .. Initial and adapt h
—  Patch recovery method for RF implemet nitial and adapted meshes

— Conforming mesh adaptation

e Adaptive Example

— Stratified D port
antenna for C-Mod
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Backup / removed slides
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Preconditioner : WKB Approach lll

Comparison of iteration convergence using GMRES with WKB
preconditioner for case where the WKB approximation has
significant error - similar to a mode conversion surface.

EWKB and Each for ko=100 re(Ea)
10 ; : : ' e
re(Ewkb)
. ; —— im(Ewkb) [
3
S o
w
-5
-10 ' : : I I I
0 05 1 15 2 25 3
WKB Error for k =100 — re(Ea-Ewkb)
4 — im(Ea-Ewkb)
Al | 1
£ AN AN ‘ | ' ’ ‘ ' ‘
gl ik
a I MM | ‘ I ' I '
w
) ; I
2 . :
0 05 1 15 25 3
X [m]

Residual

2 GMRES Convergence, k0=100, restart=24, maxit=1

10°
1072
10
10
108+ —+— No preconditioner
—»— WKB Precond (with BC)
—E©— WKB Precond (without BC)

0 5 10 15 20
Ilteration Number
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Edge / far-SOL RF Wave Solver Component

e SOL Fluid Turblent

Core RF Wave ) Response 3D (" Edge RF Wave )
Solver \_ ~ 10kCPUHours Vi Solver

(SOL Fluid Equilibrium
Transport 3D

k. 10 k CPU Hours ) ; S RF Sheath

Core RF Plasma

Response fl ; ; Mode!
4D mpurity Generation 4 Parameters

2 and Transport 3D
k. = 1 k CPU Hours
~ 1 M CPU Hours ~1 M CPU Hours

/
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