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Land surface models need to move beyond 1D models

I Fan et al. (2019) identified including 3D
subsurface flow as a key process for
next-generation LSMs

I Lateral redistribution of soil moisture leads to
an increase in predicted surface fluxes at
watershed (Tague and Peng, 2013) and
continental scales (Maxwell and Condon, 2016)

I Exclusion of lateral redistribution of
subsurface heat leads to an
overestimation of spatial variability
in soil temperature (Bisht et al.,
2018)
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Need for higher fidelity in LSMs

Current generation land surface models (LSMs), including ELM,
routinely neglect many critical multi-component, multi-physics
processes such as:

I Transport of water through
soil-plant continuum

I Advective transport of energy



3

Need for higher fidelity in LSMs

Current generation land surface models (LSMs), including ELM,
routinely neglect many critical multi-component, multi-physics
processes such as:

I Transport of water through
soil-plant continuum

I Advective transport of energy



3

Need for higher fidelity in LSMs

Current generation land surface models (LSMs), including ELM,
routinely neglect many critical multi-component, multi-physics
processes such as:

I Transport of water through
soil-plant continuum

I Advective transport of energy

suitablemedia for active groundwater systems. The study of groundwa-
ter in permafrost, referred to as cryohydrogeology, has typically received
very little attention in hydrological literature (Woo et al., 2008). Howev-
er, there has recently been a renewed interest in cryohydrogeology due
to the potential interactions between climate change, permafrost degra-
dation, and groundwater flow (e.g., Callegary et al., 2013; Cheng and Jin,
2013; Frampton et al., 2013; McKenzie and Voss, 2013; Wellman et al.,
2013).

Even in regions of continuous permafrost, where mean annual air
temperature is significantly below zero, three zones of groundwater
flow can exist. (1) Groundwater in the active layer (Figs. 1 and 2) is
known as supra-permafrost groundwater. Supra-permafrost aquifers
generally exhibit seasonally active (summer) and dormant (winter)
cycles (Woo, 1986; Freitag and McFadden, 1997; Woo, 2012). The per-
mafrost typically acts as a barrier layer (or ‘time dependent aquitard’,
Cheng and Jin, 2013) between the groundwater zones above and
below the permafrost (Williams, 1970; Freitag and McFadden, 1997;
Haldorsen et al., 2010). (2) Unfrozen zones within the permafrost layer
can provide conduits for in-permafrost groundwater flow (Fig. 2).
Cheng and Jin (2013) further divide in-permafrost groundwater into
(2a) en-permafrost groundwater, which is completely surrounded by
permafrost; (2b) intra-permafrost groundwater, which is bounded by
permafrost at the top and bottom; and (2c) talik channel groundwater,
which is laterally bounded by permafrost. Taliks are unfrozen zones
that are often formed by heat flowing from surfacewater bodies or heat-
ed buildings. They can be found at temperatures below 0 °C if the dis-
solved mineral content of the pore water is high (French, 2007).
Vertical taliks that extend through the entire permafrost zone are
known as open taliks or through-going taliks. (3) The third zone of
groundwater is sub-permafrost groundwater (Fig. 2), which exists due
to the geothermal gradient andwhich can provide amedium for regional
groundwater flow. For example, Kane et al. (2013) postulated that the
source of groundwater discharge from taliks in a continuous permafrost
zone in northeast Alaska was recharged water from the south side of a

mountain range that was transmitted to the taliks via a sub-permafrost
aquifer.

2.3. Subsurface effects of climate change in cold regions

Climate change is projected to be most severe at high latitudes
(Meehl et al., 2007), and observed hydrologic and ecological changes
to Arctic and subarctic regions due to climate warming have been well
summarized (Rouse et al., 1997; Serreze et al., 2000; Jorgenson et al.,
2001; Hinzman et al., 2005; Schindler and Smol, 2006). These changes
include decreasing sea ice, permafrost warming or degradation, in-
creased carbon dioxide release from soils, decreased glacier ice mass,
and shifting biological indicators. For example, increases in soil temper-
atures have been directly observed from long-term measurements or
inferred from borehole temperature profiles in high latitude or altitude
regions of North America (e.g., Romanovsky andOsterkamp, 1997; Smith
et al., 2010; Qian et al., 2011; Quinton et al., 2011), Asia (e.g., Zhang et al.,
2001; Yang et al., 2010; Wu et al., 2012), and Europe (e.g., Mauro, 2004;
Harris et al., 2009; Etzelmüller et al., 2011; Hipp et al., 2012). As the
climate warms, an imbalance arises between the rate of permafrost ag-
gradation and degradation, and thus the thickness and aerial extent of
permafrost is reduced (Quinton and Baltzer, 2013). In China, permafrost
area has decreased almost 20% in the past 30 years (Cheng and Jin,
2013). Romanovsky et al. (2010) provided a synthesis of the present
thermal state of permafrost in the polar Northern Hemisphere and stated
that significant permafrost warming (up to 2 °C) has occurred for the
past two to three decades. The rate of permafrost degradation is expected
to accelerate in the coming decades due to intensive global warming. For
instance, Schaefer et al. (2011) used output from three global climate
models (GCMs) to simulate a 29–59% reduction in global permafrost
area by 2200. Lawrence et al. (2012) used the land surface component
of a GCM to simulate a range of reductions (33–72%) in global near-
surface permafrost by 2100 for two climate warming projections.
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Fig. 2. Potential subsurface thermal and hydrologic effects of rising air and ground surface temperature in cold regions. Heat conduction from rising surface temperatures thaws the
underling permafrost, and heat advection from draining surface water bodies accelerates the rate of thaw (modified fromWilliams, 1970; Freitag and McFadden, 1997). New open taliks
may facilitate groundwater-surface water (GW-SW) exchange.

316 B.L. Kurylyk et al. / Earth-Science Reviews 138 (2014) 313–334

Kurylyk et al. (2014), Earth-Science Reviews



4

Computational challenges for a 3D global LSM

E3SM’s 10-year vision of a sub-kilometer resolution in terrestrial
components imposes several key computation requirements for the
terrestrial dynamical core (dycore):

I Scalable solver for nonlinear parabolic
PDE with 1010 unknowns

I Spatial discretization that accounts
for non-orthogonal unstructured grids

I Flexible framework to assemble a
tightly coupled multi-component,
multi-physics problem

I Runtime configurability to use a range
of numerical algorithms
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Goal

Develop a rigorously verified, spatially adaptive, scalable,
multi-physics dycore for global-scale modeling of three-dimensional
subsurface processes in E3SM.
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The coupled thermal-hydrology model

The terrestrial dycore will solve 3D transport of water and energy
in the subsurface given by:

∂

∂t
(ρφs) = −∇ · (ρq) + Qw (1)

∂

∂t
(ρφsU + (1− φ)ρpCpT ) = −∇ · (ρqH − κ∇T ) + Qe (2)

where q = −krK
µ ∇(P + ρgz)
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µ ∇(P + ρgz)

We are pursuing a two pronged development that is focused on:

1. Using spatial discretization methods that accounts for
non-orthogonal grids

2. Using a flexible framework that supports experimenting with
different temporal discretization schemes
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Terrestrial Dynamical core (TDycore) library
I Developing a scalable library on top of PETSc framework

I ELM dycore will be an application of the TDycore library

I Open-source and open-development

I Core library is written in C with Fortran bindings

I Supports runtime configurability: -tdy method {wy|mpfao|...}

I Adopted PFLOTRAN’s regression testing framework for the
TDycore lib

I Includes 5 demo applications and 27 regression tests

I Available at https://github.com/TDycores-Project/TDycore

I Using Travs-CI for regression testing
https://travis-ci.org/TDycores-Project/TDycore

I Regression tests cover 95% of the code
https://codecov.io/gh/TDycores-Project/TDycore

https://github.com/TDycores-Project/TDycore
https://travis-ci.org/TDycores-Project/TDycore
https://codecov.io/gh/TDycores-Project/TDycore
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Multi Point Flux Approximation: O-Method

I Used in reservoir simulators
with non-orthogonal grids1

I Based on finite volume
discretization method

I Each control volume is
subdivided into interactions
volumes

I Pressure continuity is assumed
at certain locations along the
edges

I Flux continuity is enforced along the edges

I Pressure values at the cell center are the unknowns

I A serial implementation of the method for 2D and 3D grids has
been completed

1Aavatsmakr, 2002, Comp. Geosci.
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MPFA-O: Results
Method of Manufactured Solutions (MMS) is used to verify the
implementation for a range of problems

1. P = 3.14 + x(1 − x) + y(1 − y) and K =

[
5 1
1 2

]

2. P = (x − 1)4 + (1 − x)(1 − y)3 + sin(1 − y) cos(1 − x) and K =

[
5 1
1 2

]

3. P = x(1 − x) + y(1 − y) + z(1 − z) and K =

5 1 1
1 2 1
1 1 3


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Mixed Finite Elements
I Handles discontinuous

coefficients on non-orthogonal
grids

I Implement the lowest order
Brezzi–Douglas–Marini (BDM)
space for velocity and constant
pressures

I Leads to a saddle point
problem, requires specialized
preconditioning techniques

I Also implemented WY method2, which uses special quadrature to
allow for local velocity elimination

I WY method leads to a symmetric and positive definite
cell-centered system for the pressures

I Implementation works on distorted grids in 2D/3D in parallel
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Mixed Finite Elements: Results

I We verify the BDM and WY implementation with the same
problems as MPFA-O

I Obtain 2nd order convergence in pressure and velocity on
distorted grids in 2D and 3D

Problem 2 Problem 3
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Time Integration

I Using PETSc Time-Stepping (TS) to avoid hard-coding a time
integration schemes

I TS provides runtime configurability: -ts type

beuler|cn|rk|...

I TS also provides a framework based on discrete adjoints models for
sensitivity analysis

Ground TruthInverted Permeability

3D Subsurface Inversion using TS Framework
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3D Subsurface Inversion using TS Framework
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Time Integration: Results
I Implemented PETSc TS to solve non-linear mass and energy

balance PDEs in PFLOTRAN

I Error scaling characteristics are similar for the hard-coded
PFLOTRAN’s backward euler scheme and TS scheme.
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Verification & Validation
Developing an automated, python-based framework for V&V testing in
the cloud that is code-agnostic

Simulator A

Simulator B

Comparison of
Solutions

Test X

Test 1

Test N

…

…

…

…

…

…

Test 2

Documentation

I The object-oriented framework compiles a list of tests to be run by
a subset of simulators

I Results are compared among simulators, analytical solutions or
empirical datasets

I Documentation is generated in reStructuredText format and
compiled to pdf or html using Sphinx
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Benefits of the V&V Framework

I Confidence: Quality assurance

I Automation: Push-button testing in Cloud

I Maintainability: Python OO design maximizes code
reuse and eases future refactoring.

I Longevity: Adoption by other simulation frameworks
will better ensure vitality.

I PFLOTRAN will leverage the same framework.



16

Example V&V Simulation

1D Solute Transport with Linear Sorption and First-Order Decay

I A recursive search finds a configuration file (.cfg) that
specifies that the decay and sorption test be run by
PFLOTRAN and the Javandel analytical solution.

I An options file (.opt) sets runtime and output options.

I Results are post-processed and plotted with Matplotlib.

PFLOTRAN

Analytical Solution
Javandel

1D Solute Transport, Linear 
Sorption, First-Order Decay

𝑅𝑅
𝜕𝜕𝐶𝐶
𝜕𝜕𝑡𝑡
+ 𝑣𝑣

𝜕𝜕𝐶𝐶
𝜕𝜕𝑥𝑥

− 𝐷𝐷
𝜕𝜕2𝐶𝐶
𝜕𝜕𝑥𝑥2

= −𝑘𝑘𝐶𝐶𝑅𝑅
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Next steps

I Extend the serial implementation of MPFA-O method to support
multiple processors

I Perform an inter-comparison of spatial discretization methods

I Combine the developments in spatial and temporal discretization
methods to solve a non-linear, transient subsurface flow problem
on non-orthogonal grids

I Use the V&V framework to benchmark the dycore against other
models (e.g. PFLOTRAN)

I Couple the dycore with E3SM Land Model for a watershed scale
simulation
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