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major impacts on solution convergence and accuracy.
Our future work will focus more on such coupling.
Examples include the coupling between clouds, radiation,

The goals of this work are to
* understand the root causes of poor convergence

 Improve the time integration to achieve better numerical accuracy and aerosols; boundary layer and surface fluxes
Resolving Convergence Issues Improving Convergence
in a Simplified Cloud Parameterization In EAM’s Turbulence Parameterization
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simplified but still representative cloud parameterization.
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Figure 2. (a) Time integration error and solution self-convergence in 12 h simulations in the
simplified model. (b) Multi-year mean zonal mean cloud fraction corresponding to different
process splitting schemes and sub-grid distribution assumptions.
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