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The Gap to Fill Why It Matters Key Outcomes

Time integration issues such as * Poor convergence means the code is behaving unexpectedly. Furthermore, the  New insights on causes of
numerical accuracy and solution accuracy gain from future reduction of time step size in high-resolution models will convergence problems
convergence have largely been be much less than expected (Figure 1) . Methods for improving
overlooked in the development of  EAM-simulated long-term climate is sensitive to model step size, implying convergence in both
atmospheric physics uncertainties in the model’s predictions (Figure 2) deterministic and stochastic
parameterizations, not only in E3SM - - Figure 2. Shortwave cloud forcing systems
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* Further development of new methods for stochastic problems
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