
Reducing the Memory Footprint of a PETSc-based 
Cluster Dynamics Simulation

A RAPIDS-FASTMath collaboration reduced the memory 
footprint of the Xolotl cluster dynamics simulator by up to 

88% per compute node 

More Information: 
Philip C. Roth, Oak Ridge National Laboratory, 
rothpc@ornl.gov

Xolotl

Future Plans

Cluster dynamics simulator used to predict gas
bubble evolution in solids
• Solves advection-diffusion-reaction

equations with incident flux

• Used in two SciDAC applications projects
• Plasma Surface Interactions (PSI2, PI: Wirth): simulate He/H bubble 

formation near surface of diverter in fusion reactor
• Fission Gas Simulation (FGS, PI: Andersson): simulate Xe bubble 

formation in nuclear fuel of fission reactor 

Institute Members: Philip C. Roth (RAPIDS), Barry Smith (FASTMath)
with S. Blondel (PSI2, FGS), D. Bernholdt (RAPIDS, PSI2, FGS),
B.D. Wirth (PSI2, FGS), and D. Andersson (FGS)

Problem: Xolotl exhibited out-of-memory errors with smaller-than-expected 
problem sizes
• Used Valgrind Massif memory profiler to determine peak memory usage 

occurred when describing item coupling to PETSc during initialization
• Required constructing two large 2D matrices (>10K items per dimension) 

of Boolean data (dense representation with integer item data type)
• Large numbers of degrees of freedom in PSI2 problems, few non-zeros
• Traditional PETSc implementation converts dense form to sparse before 

use

A New PETSc API to Reduce Memory Usage

Collaboration on GPU acceleration of Xolotl functions called by PETSc (e.g., compute 
right hand side function, compute Jacobian matrix, monitor functions)

RESOURCE & APPL ICATION PRODUCTIVITY THROUGH 
COMPUTAT ION ,  I NFORMAT ION ,  AND DATA SC I ENCE

SCIDAC4 INSTITUTE 

RAPIDS

Xolotl: a cluster dynamics code topredict gasbubble evolution in solids
Sophie Blondel1, Phil Roth2, David Bernoldt2, David Anderson3, Brian Wirth1,2

1
University of Tennessee, Knoxville, TN

2
Oak Ridge National Laboratory, Oak Ridge, TN

3
Los Alamos National Laboratory, Los Alamos, NM

Introduction to Xolotl (https://github.com/ORNL-Fusion/xolotl)

Xolotl, named after the Aztec god of death and lightning, predicts the evolution of gas in the material by solving the cluster dynamics formulated

Advection-Diffusion-Reaction (ADR) equations with an incident flux

�tC̄ = � · ⇢+Dr2C̄ �r⌫̄C � Q̄(C̄)

• A network of clusters represents the material (interstitial and vacancy) and the gas atoms and clusters.

• The solver (PETSc) is in charge of the time evolution of the concentrations.

In Situ Infrastructures

Past and current collaborations with SUPER, SDAV, FASTMath in-

stitues

• Performance data collection (time, event, and hardware counters)

based on PAPI if present or XPerf (developed by Phil Roth).

• Visualization of Xolotl data at each time step using EAVL in the

past was converted to using VTK-m.

• Use runtime options to select the corresponding handlers.

• Both infrastructures can be combined to generate perfomance data

rendering.

Recent Optimizations

Large amounts of memory were needed during the PETSc solver setup

causing out-of-memory errors.

We identified the use of two non-sparse matrices as the ori-

gin of the issue and developed an alternative PETSc method

DMDASetBlockFillsSparse() to take sparse matrices as arguments.

Investigation of the use of thread system with no GPU:

Time required to run the three most expensive activities of a Xolotl

simulation run when trading off processes for threads. Timings shown

for 1D problem on 32 total threads in 1 OLCF Eos compute node.

Bubble Bursting

Description: under fusion conditions, a cluster of helium atoms is trapped in tungsten vacancies, grows close to the surface and ruptures by freeing

the helium atoms.

Simplified Model:

Burst if the ligament thickness is  0; otherwise,

with a probability proportional to the ligament

thickness and decreasing with depth,

P
burst

/ (1� L/d)⇥ f

⇥min(1, e�(d�⌧d)/2⌧d)

Comparison of helium retention to MD re-

sults: (at 933 K, 5 · 1027 m
�2

s
�1

)

) Xolotl shows the same behavior as MD simu-

lation with the bubble bursting model. The best

agreement is for f = 0.1.
Sefta et al., J. Appl. Phys. 114, 243518 (2013)
Zhang et al., J. Nucl. Mater. 438, 178 (2013)

Comparison of helium content to DION-

ISOS results:

) similar helium content evolution as recent ex-

perimental results without reproducing the un-

expected hierarchy.
Ito et al., Phys. Scr. T159, 014062 (2014)

Woller et al., J. Nucl. Mater., 463, 289-293 (2015)

Fission Gas Results

Preliminary comparison to experimental results: we overestimate the

bubble radius.

) Need to add a re-solution model

Next Step: Coupling with MARMOT
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Collaborated on new PETSc API to reduce 
memory requirement
• RAPIDS prototyped alternative API to 

take sparse matrix form directly
• PETSc maintainers validated prototype 

implementation and accepted into 
PETSc distribution as of release 3.10

New API resulted in significant reduction in 
Xolotl peak memory usage (up to 88% per 
node for test problem on OLCF Eos)

Xolotl peak memory usage as reported by 
Massif as reaction network size increases.  V 
is number of vacancies in maximum-sized 
cluster.  Maximum He is V × 4.

Before modification, V=200 would not 
run on OLCF Eos Cray XC30 node.  After 
modification, V>300 is possible.


