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Fast and Parallel Direct Linear Solvers

Scalable direct solvers for large-scale sparse and dense linear systems arising from scientific and engineering applications

SuperLU: Unsymmetric Sparse Direct Solver ButterflyPACK: Dense Direct Solver for Wave Equations
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much improved strong scalability and significant speedups structured sub-matrices. Aimed at PDE applications.
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More Information: http://www.fastmath-scidac.org or contact Xiaoye Sherry Li, LBNL, xsli@Ibl.gov
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