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• UIUC’s full-f full-orbit plasma sheath code hPIC was used 
to analyze the near-surface ion kinetics in the plasma 
sheath of ITER for both helium (PBPO) operation and full 
D/T BPO operations  

• hPIC accurately captures finite-orbits effects near to the 
wall, which are responsible for the generation of the 
magnetic presheath in oblique magnetic fields 

• hPIC produces Ion Energy-Angle Distributions (IEAD) at 
the wall for plasmas made of multiple ion species  

• IEADs are a necessary input to surface models (Fractal-
TRIDYN & XOLOTL) and to the global impurity transport 
model (GITR)  

• hPIC accepts inputs from plasma edge codes (SOLPS, 
XGCa) and produces outputs which can be easily coupled 
to Material Codes, such as Fractal-TRIDYN 

• The Ion Energy-Angle Distributions are a necessary input 
to sputtering codes evaluating the material emission during 
plasma irradiation 

Ion Energy-Angle Distributions (IEADs) as a function of the magnetic field inclination as calculated by hPIC 
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• hPIC has been used within the RF-SciDAC-4 project to model 
the kinetics of the ions across the RF sheath formed in front of 
an ICRH Radio-frequency actuator  

• A set of verification tests was performed as a benchmark to 
previous models of the RF sheath (J.R. Myra), using a 1D3V 
Geometry [Fig.1, similar to Figure 1 in https://aip.scitation.org/
doi/abs/10.1063/1.4916910] on a linear 1D domain x=[0,L] 
with magnetic field B inclined at angle ψ with respect to the 
walls 

• Magnetic field: B = 1 Tesla, ψ = 70 deg. The magnetic angle 
psi is measured w.r.t. the normal to the surface; i.e. ψ = 0 deg 
means having B perpendicular to the wall 

• Volumetric source, collisionless conditions 
• Mass Ratio, Mi/me = 1836 (hydrogen plasma) 
• Ti = Te = 10eV (used for both initial temperature, and T of the 

volumetric source) 
• Particle density: 5e16 m-3 
• Domain size: ~200 Lambda_D (Debye lengths) ~ 3 cm 
• Spatial discretization: 2-6 points per Debye length 
• Particles-per-cell: 500 
• Potential BCs: Dirichlet-Dirichlet, voltages changing on each 

of the 4 cases considered 
• Time discretization: 20 points per electron gyro-period  
• Quantities compared: ES potential, ES E-field, particle 

density, particle drifts, particle flux, heat flux 
• Case 1: Plasma between grounded walls (B ≠ 0),  

ϕ(0) = 0.0 V 
ϕ(L) = 0.0 V  

• Case 2: Plasma between a grounded wall and a biased wall 
ϕ(0) = 0.0 V 
ϕ(L) = V0 sin(ωt) 

• Case 3: Plasma between a grounded wall and an RF wall 
ϕ(0) = -V0sin(ωt), opposite to ϕ(L) 
ϕ(L) = V0 sin(ωt) 

• Case 4: Plasma between a grounded wall and an RF wall, 
with impurity release from one of the walls (not shown here) 
ϕ(0) = 0.0 V 
ϕ(L) = V0 sin(ωt) 

• RF sheath admittance calculated by hPIC has been 
compared with the fluid model “NoFlu” previously developed 
(J.R. Myra), and with results from the Vorpal PIC code (run 
with kinetic ions and kinetic electrons), showing similar trends. 
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• XGCa has been coupled to the hPIC 
Particle-in-Cell code to enable Plasma 
Sheath Physics and linkage to PMI Physics 
Codes 

• ADIOS-2: The in-memory coupling between 
XGCa and hPIC was made possible via 
ADIOS-2. Thanks to the ADIOS-2 
technology, data passage can occur either 
via files or in memory, avoiding writing on 
file 

• hPIC allows to account for finite orbit effects 
near to material surfaces, where a plasma 
sheath and a magnetic presheath are 
formed  

• The Gyro-Center distributions provided by 
the XGC code are converted into Full Orbit 
distributions and fed as an input to hPIC  

• The quality of the conversion of the 
distributions is managed through a check of 
moments up to the 4th order 

• hPIC provides the Energy-Angle 
distributions  of the ions across the sheath 
before they impact on the surface, a 
necessary input for material codes 
evaluating sputtering and reflection of the 
plasma particles at the surface (e.g. Fractal-
TRIDYN, etc.) 

• Next Steps: testing of coupled codes on 
Cori; porting of the hPIC particle pusher to 
GPUs

hPIC - Energy-Angle Distribution at the Material Surface 
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• Basic features 
• hPIC: a multispecies, full-f, Full Orbit Particle-in-Cell 
• Kinetic ions, Kinetic Electrons (Boris-Bunemann) 
• 1D 2D 3D capabilities;1D3V and 2D3V most useful 
• Local B-field 
• Electrostatic, full Poisson; PETSc 

• Reduced Electron models 
• Electron sub-cycling 
• Adiabatic electrons (useful for reaching equilibrium, tracking wall 

impurities, erosion/redeposition), PETSc SNES, HYPRE 
• Boundary Conditions  

• Dirichlet and Neumann for fields 
• Absorbing, reflective, constant pflux for particles  

• Scaling 
• Weak scaling efficiency of both particle advance and full PIC 

cycle holds to +80% up to 65,536 cores (Blue Waters)

Weak 
Scaling 

UQ - Uncertainty Quantification

PUMI Meshing Capabilities and Domain Handling (RPI)
• hPIC engagement with PUMI is driving the development of 

new capabilities in PUMI to support multi-block meshes 
• hPIC needs options with field-aligned meshes with boundary 

layer refinements 
• Current work is on porting hPIC charge density kernel. Done 

and tested at a basic level; expanding to cover other hPIC 
kernels. 

• Expecting unstructured mesh integration (“PUMIpic”) after 
that 2D BL meshes work  

• Distributed parallelism under discussion. Several possible 
approaches, need to study and prototype to understand 
which is best. Expect to need some additional capabilities in 
the PUMI block-structured mesh capability. 

Scientific Goals / Driver of UQ in hPIC  
• Goal 1: UQ on simple Plasma Sheath 

problem
• Goal 2: UQ of the ITER reference cases (He 

and D/T)  

Tasks
• Task 1.1: Numerical Convergence  

Characterize the response surface for the 
numerical error, to obtain a fit to a polynomial 
function

• Task 1.2: Sensitivity to Physical Parameters 
Characterize sensitivity to physical 
parameters using non-intrusive Forward UQ

hPIC UQ Plan (ORNL)

Ion Energy-Angle Distributions in the Magnetic Presheath

Convergence rate vs. Number of 
Particles-Per-Cell exhibits classical 
Monte Carlo scaling, N-0.5


