I%L\I;(GE PSI2-SciDAC — Code Development and Recent Progress I ILLINOIS

National Laboratory of the hPIC Particle-in-Cell for Plasma-Material Interactions

D. Curreli®@), J. Drobny(®), S.M. Valaitis®, M. Mustafa(@), M.F. Huq(@), M.T. Elias(),

V.V.Srinivasaragavan(®), O. Sahni®), M. Shephard(), P. Seleson(), C. Hauck(), D. Bernholdt(), B. Wirth(d)

(a) University of lllinois at Urbana Champaign, (b) Rensselaer Polytechnic Institute,
(c) Oak Ridge National Laboratory, (d) University of Tennessee Knoxuville

Rensselaer

-~

| N \ / [ | [ | \ / u = Massachuseh
hPIC - ITER Simulations hPIC Particle-in-Cell hPIC: RF Sheath ""=
I |
| o0
J. Drobny, D. Curreli, B. Wirth and the PSI-2 SciDAC Team M.T. Elias, D. Curreli, T.G. Jenkins, J.R. Myra, J. Wright, P. Bonoli x
N\’
* hPIC has been used within the RF-SciDAC-4 project to model TECH)‘
- n m m m o e eve O m e n the kinetics of the ions across the RF sheath formed in front of
lon Energy-Angle Distributions in the Magnetic Presheath an CRH Raco-frequency actuator
. . . ] * Aset of verification tests was performed as a benchmark to _
) . lon Energy-Angle Distributions (IEADs) as a function of the magnetic field inclination as calculated by hPIC D. CUI"I‘E'I, J. DrObny’ S.M. ValaItIS, M. MUStafa’ P. Seleson’ C. HaUCk’ F.Md Huq’ 0. Sahnl’ M. Shephard’ D. BernhOIdt’ B. Wirth previous models of the RF sheath (J.R. Myra), using a 1D3V '
« UIUC's full-f full-orbit plasma sheath code hPIC was used R (ons M, To=10eV, Tix10eV, B=5T, y=30g, n=5 00+ 16m : Geometry [Fig.1, similar to Figure 1 in https://aip scitation.org/ o 4
to analyze the near-surface ion kinetics in the plasma [ oo ™ * Basic features doi/abs/10.1063/1.4916910] on a linear 1D domain x=[0,L] ams—e v et ool
sheath of ITER for both helium (PBPO) operation and full « hPIC: a multispecies, full-f, Full Orbit Particle-in-Cell fon Lawus A, e e agnsmagnetlc field B inclined at angle y with respect to the
| | oo 1700 . . - . . . /," B i cdl:suongI‘ presheath\ _/ ‘\\ - 120
D/T BPO operations Kinetic ions, Kinetic Electrons (Boris-Bunemann) 2 lctn * AV \x[ DR . Magnetic field: B = 1 Tesla, g = 70 deg. The magnetic angle . /f ‘\
« hPIC accurately captures finite-orbits effects near to the 3 - * 1D 2D 3D capabilities;1D3V and 2D3V most useful g Magneufpr;;heaﬁh AR psi is measured w.r.t. the normal to the surface; i.e. y = 0 deg 3./ "1 :
wall, which are responsible for the generation of the « Local B-field g s ke A \r?elans T?V'ng B perpﬁr‘qmlf'ar to th:.;’.va" ul .
: . ) o . . . _ ) N 5 oo es.,eam/'b/\e Ly «  Volumetric source, collisionless conditions
magnetic presheath in oblique mag.net!c; fl.elds o Electrostatic, full Poisson; PETSc en o esn B . _"—*P“v! - . Mass Ratio, Mi/me = 1836 (hydrogen plasma)
* hPIC produces lon Energy-Angle Distributions (IEAD) at 0 ” 0 e Reduced Electron models PoShean Mapelc Stesh  Sutee 2 . Ti=Te = 10eV (used for both initial temperature, and T of the . ¢ 5 e S
the wall for plasmas made of multiple ion species R TN + Electron sub-cycling bsorbing Wal > volumetric source) »xases R —
 IEADs are a necessary input to surface models (Fractal- s e - Adiabatic electrons (useful for reaching equilibrium, tracking wall | = s o NRIC EMiciency. . * Particle d?ns_'ty: >e16 m-3 “| = peeemco i | Right Wall at -100V
TRIDYN & XOLOTL) and to the global impurity transport impurit ion/redeposition), PETSc SNES, HYPRE i e | oomain size: =200 Lambda b [Debye fengihs) = S om
)a 0 the gio purity P . 1000 mpurtties, e_ro_smn redeposition), c ’ L2 = aviaecs 1'0“\ | » Spatial discretization: 2-6 points per Debye length g
mOdel (GITR) . . ] 4% e Boundary COndItIOnS >>1 0 —_— ' QOS . Partic|es_per_ce”: 500 gm —
* hPIC accepts inputs from plasma edge codes (SOLPS, < * Dirichlet and Neumann for fields ‘” 08 S—— | 20.6 | »  Potential BCs: Dirichlet-Dirichlet, voltages changing on each ) Left Wall at OV
XGCa) a_nd produces outputs which can be easily coupled  “w . Absorbing, reflective, constant pflux for particles &S 22 | Soa Weak | . g thedz} caste.s c;.ons-uz:lgred. t . . i MMV
to Material Codes, such as Fractal-TRIDYN e Scalin 0.2/ = we-m|  Scaling ime discretization: 20 points per electron gyro-perio RSV S L
50 0 g 0.2 "4 || — ppe=500 * Quantities compared: ES potential, ES E-field, particle Lase o _ _
1 H H : 200 . . . —— ppc=600 hPIC - Midpoint Electrostatic Potential hPIC - lon Energy-Angle Distribution at left boundary
« The lon Energy-Angle Distributions are a necessary input  Weak scaling efficiency of both particle advance and full PIC 0Pttty 0.0 T density, particle drifts, particle flux, heat flux —we 1
to sputtering codes evaluating the material emission during % 0 2 % 4 s e ™ w w0 0 0 @ o 4 s e 0 8 @ cycle holds to +80% up to 65,536 cores (Blue Waters) # of nodes 10 1%& Ofﬁ%deslo * Case 1: Plasma between grounded walls (B # 0), =N /\ M \ TV
plasma irradiation e e $28 = 8-8& { | (f il ﬂ | /\A / ; ‘f ;\;’ \f (]
u mgugm = L = U an ‘ \] '\'! "’ ;:150
PUMI Meshing Capabilities and Domain Handling (RPl)  hPIC UQ Plan (ORNL) . Case 2: Plasma between a grounded wall and a biased wall - “] || | V( m | S IV 1
- . : . : - : . 0)=00V NERRARARR |
IT E R Hel I u m P F PO « hPIC engagement with PUMI is driving the development of Scientific Goals / Driver of UQ in hPIC $§L; = VO sin(wt)
new capabilities in PUMI to support multi-block meshes * Goal 1: UQ on simple Plasma Sheath . Case 3: Plasma between a grounded wall and an RF wall b em we om e i ik T
»  hPIC needs options with field-aligned meshes with boundary grOblleszQ e [TER ref ’ $28 - %O;'rr]‘((gtt))’ opposite to (L) RF sheath admittance o
i * oal 2. 0] e rererence cases e B , , ' ; sheath admittance scaling
ITER, Pure He Plasma - Energy of He(1+) lons at the Wall ITER, Pure He Plasma - Energy of He(2+) lons at the Wall layer refinements and D/T) ( . Case 4: Plasma between a grounded wall and an RF wall, o | Norlu(1i =0 10t NoFlu (Ti=0) | ]
400 lon Energy Distribution (hPIC) 500 lon Energy Distribution (hPIC) « Current work is on porting hPIC charge density kernel. Done with impurity release from one of the walls (not shown here) i S . g'g T o6
—&—E.peak : Peak of lon Energy Distribution (hPIC) —&—E.peak : Peak of lon Energy Distribution (hPIC) and tested at a basic level: expanding to cover other hPIC $(0)=0.0 V Sgf [Vorpal Ti= 10 > 04 hPICTi=2
I +/- E.peak/2 : Bounds at E.peak/2.0 (hPIC) 450 |- +/- E.peak/2 : Bounds at E.peak/2.0 (hPIC) K | ’ Tasks ¢(L) = VO sin(wt) ol 0ol
—— E.theory : Most Probable lon Energy (Sheath Theory) —— E.theory : Most Probable lon Energy (Sheath Theory) erneis. e Task 1.1: Numerical Converaence - RF sheath admittance calculated by hPIC has been al 0‘0 |
----- = ine: i 400 -----E =120 eV line: Sputtering Threshold of He on W : : - i . T g - - p ” - B T e
E =120 eV line: Sputtering Threshold of He on W puttering  Expecting unstructured mesh integration (“PUMIpic”) after : compared with the fluid model “NoFIu” previously developed al—" | | | 0ol @iginniiis :
300 Characterize the response surface for the . : T T
that 2D BL meshes work ) _ _ _ (J.R. Myra), and with results from the Vorpal PIC code (run y
- ;350 o _ | _ _ nume.rlcal error, to obtain a fit to a polynomial with kinetic ions and kinetic electrons), showing similar trends. w Vo
2,250 2.300 * Distributed parallelism under discussion. Several possible function o _ * J.R. Myra, D. Curreli, M.T. Elias, and T.G. Jenkins, Recent Progress in Microscale Modeling of RF Sheaths, 23rd
y
= 3 approqches, need to study and prototyp.e. to understqqc} | » Task 1.2: _SenSItIVI’FY tp PhySICall Parameters Topical Conference on Radiofrequency Power in Plasmas (RFPPC 2019), Hefei, China on May 14-17, 2019
GCJ 200 QCJ 250 which is best. EXpeCt to need some ad(.jlltlonal CapabllltleS IN Characterize S.enSItIVItY to phySICal  M.T. Elias, D. Curreli, T.G. Jenkins, J.R. Myra, J. Wright, Numerical Model of the Radio-Frequency Magnetic
“CJ “CJ 200 the PUMI block-structured mesh capability. parameters using non-intrusive Forward UQ k Presheath Including Wall Impurities, Phys. Plasmas (under review), 2019 /
L 150 o
150 UQ - Uncertainty Quantification
100 . . i
100 hPIC Convergence Analysis Vs. Num of Particles-Per-cell ' hPIC Convergence Analysis Vs. Num of Particles-Per-cell 0.6 hP|Cvs$¢:“'LV;L9e? ;:t:a?‘:i:?eesr:fe:rt,co:ﬁntla' / OAK
30 - 30 —@— hPIC Solution ‘ ——Standard deviation (23 runs per ppc) RIDGE
>0 50 h Exact Solution 0.4~ —-—-fitting line ‘ National Laboratory
gL, l 95 S
25 l“} ,I. ' ' ' 'HJ’ . . |! , L‘ll ‘ Eh = 0.2 \ A |
s ‘ | “ £ S L e o i oc S. Valaitis, D. Curreli, J. Choi, S. Klasky, C.-S. Chang SO
O 0 = 9 A 5 o ] 0 — Slope = -0. 5084 Particles-Per-Cell exhibits classical |
0 0.2 0.4 0.6 0.8 1 1.2 0 0.2 0.4 0.6 0.8 1 1.2 - | g-”' b (analytical — 24,9253V > Monte Carlo scaling, N5 |
R-Rep [M] R-R e [M] £, || = 84 (hPIC) = 25,0275V 502 « XGCa has been coupled to the hPIC
% 1 hpic -commandline test 50 3 20 1.0 p5 0.01 0.0 10.0 10.0 0.0 0.0 10 10 2 1 1 1el16 E by = lT In ( M/m ) 2-0'4 PartiCIG—in-Ce” COde to enable Plasma
. > b of prides pr el - 10 2] F\n(R)2 00 Sheath Physics and linkage to PMI Physics
ITER D/T Burning Plasma BPO 1] SERmma o Codes |
0 — number of particles per cell = 10000.0 ../hpic -commandline test 20 3 20 1.0 p5 0.01 0.0 10.0 10.0 0.0 0.0 10 10 2 1 1 1el6 N ¢ LOSQ: The In-memory Coupllng between
’ 0 xcoi’)r(:iinate o o 0 o RN | H;z‘ | 0’ o -1‘20 0:5 log( ciNumber <1):f5ParticIes-éPer-Cell) 2;5 3 XGca and hPIC was made pOSSible Via
ITER, D/T Full Power Operation - Energy of T(1+) lons at the Wall ITER, D/T Full Power Operation - Energy of Ne(1+) lons at the Wall Number of Particles-Per-Cel PP ADIOS-2. Thanks to the ADIOS-2 Vrorp
lon Energy Distribution (hPIC) lon Energy Distribution (hPIC) technology, data passage can occur either ————
250 ——E =153.2 eV line: Sputtering Threshold of T on W ——E =40.6 eV line: Sputtering Threshold of Ne on W Software Development Plan 5.UQ [UIUC_’ ORN_L’ RPI] via files or in memory, avoiding writing on Center '&';n:'“mc':;m&;?, hPIC - Enrgy-Angle Distibuton st he Waterial Surface
—o— E.peak : Peak of lon Energy Distribution (hPIC) —e—E.peak : Peak of lon Energy Distribution (hPIC) -  Extend Suite of Unit Tests file Population [hammd  Sampling
----- +/- E.peak/2 : Bounds at E.peak/2.0 (hPIC) 200 - - - --+/- E.peak/2 : Bounds at E.peak/2.0 (hPIC) 1. “Housekeeping” [UIUC] « UQ on mesh features of the code . _
—E.theory : Most Probable lon Energy (Sheath Theory) —— E.theory : Most Probable lon Energy (Sheath Theory)  Cods Cleanup and|Development « UQ on physics components of the code  hPIC allows to account for finite orbit effects of Gyro-Kinetic Goordinates
. . . Conversion n
200 « Cleanup structures and older functions using standards » UQ on Production Runs (eg. UQ on DOE Theory Milestone) near to material surfaces, where a plasma
< S~ * Improve APIs and usability of the hpic functions 6. Porting to GPUs sheath and a magnetic presheath are 4
O o 150 * Repo maintenance, Docker . . . .
— — » GPU acceleration of the particle pusher via GPU library formed
> 150 > * Boltzmann electrons o .
5 5 - Expand BCs capabilities « The Gyro-Center distributions provided by | ) e S e
< s « Add options to run implicit PIC 7. Collisions the XGC code are converted into Full Orbit
8 100 § 100 2. Mesh & domain handling [UIUC, RPI] * Multi-species MCC with neutrals, port from to hPIC_2d3v (Ch.Ex. has priority) distributions and fed as an input to hPIC 15t order moments i o 2nd order moments ()
» Abstract functions for domain creation * Coulomb Collisions, any good Landau solver out there? Multi-species? » The quality of the conversion of the . — G i N — szt
* 1D nonuniform mesh 8. Code Couplings [UIUC, ORNL, PPPL, LLNL] distributions is managed through a check of K
50 P ALl un S L) « hPIC-F-TRIDYN or hPIC-OpenBCA (from file-based to in-memory) moments up to the 4th order £ o
50 * 2D nonuniform mesh (unstructured) - hPIC-XGC interfaces (ADIOS-2) . ., 100
=N eaneshinglcapabiitya(Ri) + Set the ground for compatibility with KITTIE framework ) SP !{prrtQV|des ]:[Tﬁ E_nergy-AngIeth heath o] b .
. 3. 1/0 [UIUC, ORNL/Klasky] blsfn utrl]ons, 0 ? IOntShacrOrS].cS © shea R W w oW W W W w
O 0 0 2 O 4 0 6 O 8 1 1 2 0 02 04 06 08 1 12 ) Complete portlng to ADIOS-Z 9' Validations e Ore eY Impac On e'Su ace’ a 3rd order moments (ij) 4th order moments (i,})
. 42 - . . RR_[m] » Expand plotting and Viz routines . ORNL Eliiah Martins necessary input for material codes . 0
sep >eP * Python IEAD printout from ADIOS-2 « WVU 3D LIF evaluating sputtering and reflection of the — T | "] — i
« David Bernholdt, Sophie Blondel, John Canik, Mark Cianciosa, Davide Curreli, Russ Doerner, Jon Drobny, Wael Elwasif, David msfgzgtﬁg-eggi?é?; g;:sfigld Data. Animations - LAPD experiments plasma particles at the surface (e.g. Fractal- 75 o o 2ansenns
Green, Ane Lasa, David Martin, Larry Owen, Philip C. Roth, Guin Shaw, Li Yang, Tim Younkin, and Brian D. Wirth, Final Report for : ’ ’ * WEST CEA TRIDYN, etc.) # 500 ® 2000,
the FY2018 Fusion Theory and Simulation Milestone on Plasma Materials Interaction (PMI), 2018 - Next Steps: testing of coupled codes on /W““” - -
* J. Drobny, D. Curreli, F-TRIDYN Simulations of Tungsten Self-Sputtering and Applications to Coupling Plasma and Material Codes, * R. Khaziev, D. Curreli, hPIC: A Scalable Electrostatic Particle-in-Cell for Plasma-Material Interactions, Comp. Phys. Comm., Vol. 229, Cori; porting of the hPIC particle pusher to - el - - ve
Computational Materials Science, Vol. 149, Is. 15, pp. 301-306 (2018) Pages 87-98, 2018 GPUs
* J. Drobny, A. Hayes, D. Curreli, D. N. Ruzic, F-TRIDYN: A Binary Collision Approximation Code for Simulating lon Interactions with * R. Khaziev, D. Curreli, lon energy-angle distribution functions at the plasma-material interface in oblique magnetic fields, Phys. Plasmas
Rough Surfaces, Journal of Nuclear Materials, Vol. 494, pp. 278-283 (2017) 22(4):043503

/

B U.S. DEPARTMENT OF

SciDAC S P vine M Juw 1640, 2013 hitps://collab.cels.anl.gov/display/PSlscidac2/Plasma+Surface+Interactions+2 projoct on PlasmaSurface Inferacione2

Scientific Discovery through Advanced Computing




