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Background Details Performance

* Density Matrix Renormalization Group (DMRG) 1s the + The key computation can be viewed as computing Y = C * X

preferred method for nanoscale modeling of strongly , , L ,

. . * Matrix C 1s block partition into Np by Np sub-matrices

correlated materials such as superconductor, magnetic —

materials, and quantum dots * Block submatrix C[I,J] 1s sum of Kronecker products &
* One goal of DMRG 1s computation of the lowest eigen-vector ClI,J] =>" " A%) R B}kj) S

of Hamiltonian (ground state) defined on a N-site lattice. 2 10°
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 However, Hubbard model on N-site lattice has vector space of 1J 1J 5 102

size 4"N. K (k) (k) 5; 1
* DMRG 1s a systematic process to find a subspace that ClL, I x X|J] = Z Ary ® By | * X1J] 2

approximates well the eigen-vector. DMRG partitions the o " 10

lattice 1nto Left (Environment) and Right (System). _ Z( Byf]) £ X[J] * ( Ag’;))t) o0 - 1\',(\),ork = ;ﬁ)ps 20 o
* The algorithm performs sweeps to grow Left to 4*M states k Histoeram of work intensitv in Hamiltonian matrix

and truncate Right to M states, then reverse sweep direction K (K -~y > v 7
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* Coalesce into combined batched GEMM operations - Batchl = Batch2 -~ Overall
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 The full Hamiltonian can be written as Kronecker prOducts Z[I,J] = C[I,J] x X[J] i |
t » 4 .
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Approach * Similarly 1n batched GEMM 1n computing block rows Y[I] 2500 5000 7500 10000 12500 15000
* DMRG++ 1s a free and open source implementation of ———
DMRG developed by ORNL Y| = Z Z|1, J
* One key computational kernel 1s matrix-vector multiplication ! . Batched GEMM performance (FP32) in DMRG++ can
of target Hamiltonian in Lanczos algorithm — Z(WI 7% Arg) reach 6 Tflops/sec on GPU
* A mini-app of this key kernels 1s developed to explore d "
different implementation approaches — [WI 1] ... |Wr aNp] & [AI ... Az aNp]
* The target Hamiltonian 1s a large sparse matrix and Summary
computation commonly limited by memory bandwidth and Perf
memory capacity —erormance * Matrix-vector multiplication of target Hamiltonian matrix in
* The admissible states can be grouped by quantum numbers to  Unified Managed Memory with MAGMA batched GEMM Lanczos algorithm is a key computational kernel
form “patches’. * Titan V (V100) GPU with 12 Gbytes of device memory * Kronecker product formulation significantly faster compared
* Key 1dea is.to 01.‘ganize c.:orpputations by these patches so the + Intel Xeon E5-4640 (2.1 GHz) with 512 Gbytes to sparse matrix multiply
target Hamiltonian matrl?c 1s expressed as sum of Kronecker + 1% call to MAGMA has high overhead for data transfer of * Significant variations in work load across patches
products of smaller matrices matrices to GPU * Batched GEMM achieves high performance on GPU

* Significant savings in memory and work by exploiting

Kronecker products * Subsequent calls to MAGMA has higher performance

X Y e A few large patches can cause significant imbalances 1n Acknowledgements
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Block partitioning of Hamiltonian matrix Heat map of distribution of work in blocked Hamiltonian matrix
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