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XGC I/O Performance Coupling Workflows

I/O For Next Generation HPCs

We maintain cutting edge I/O performance for 
XGC on various file systems,  including SSDs and 
NVMe, on Theta, Cori, and Summit. We also 
tested on Tusbame3.

We develop 3+ way coupling workflows in HBPS
1)  XGC and hPIC
• Plasma-material-interaction hPIC code 

coupled into XGC
• hPIC code has 6D marker particles, 

while XGC has 5D marker particles
2)  XGC and on-memory analysis routines
• XGC computes 5D  f and electromagnetic field
• Hand-off computational reduction of physics  from XGC
3)  XGC and M3D-C1
• M3D-C1 will calculate the nonlinear evolution of the ELM
• XGC1 will use the MHD-produced non-axisymmetric 

electromagnetic field and calculate kinetic transport
• The kinetic information from XGC will be continuously fed 

back into M3D-C1 for a higher fidelity MHD calculation 

ADIOS coupling technology provides
• In Situ/in-memory coupling framework
• Provide easy-monitoring, data compression, and/or 

visualization services while XGC and coupled application are 
running
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The DM team continue to innovate to take full 
advantage of the new memory and storage 
technologies, and to provide the highest levels 
of performance. 

Plasma distributions from XGC-hPIC

XGC Software Process

Agile XGC development
• Incorporate a modern 

CMake build system
• Continuous Integration 

testing system
• Git workflow incorporated  with CI system
• Integrate CDash into github


