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Earth System Modeling computational challenges

Objective: Simulate predictive changes in a weakly-forced system
(temperature, hydrologic responses to greenhouse gas changes), where
changes depend on cross-system fluxes and feedbacks.

Multi-physics: coupled systems (atmosphere, ocean, land, cryosphere)
E.g. water cycle cuts across all systems (sea level rise, drought)

Multi-scale: cloud microphysical (aerosols and droplet) processes in to
global circulation; ice sheet change happens primarily in narrow
regions; soil microbial changes can influence greenhouse gas
exchange.

Challenges:

Prediction: statistics of weakly forced, uncertain systems

Algorithmic: across coupled, diverse systems (atmosphere, ocean, etc.)
Software: typically lengthy, legacy, yet rapidly evolving codes
Performance: heterogeneous system, not clear how to deploy on
heterogeneous architectures



Earth System Modeling (ESM) Program

Goal: Develop an advanced, high-resolution, climate model
projection capability, in support of DOE mission and science

ESM portfolio (35M/y) C
1. Accelerated Climate Modeling for Energy (ACME)
Develop a branch of CESM for DOE computers and mission
Laboratory “Science Focus Area” (SFA) (2014-2016) 60%

2. SciDAC3 Lab-led projects (2011-2016) 20%

Accelerated Climate Modeling
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3. SciDAC (& other) University-led projects (2014-2016) 20%
All 3 of these elements align in 2017

“SCcIDAC” supports exploration and development of “next-
generation” approaches for ACME



Accelerated Climate Model For Energy (ACME
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ACME is a multi-institutional (8 Labs, 6 non-Labs) project to develop
version of the Community Earth System Model to run efficiently on DOE
LCF’s and NERSC, at high and variable resolution, in support of DOE
science and mission.

Started in July 2014, from several existing Laboratory model
development projects.

Science and mission drivers:

Water cycle: How do the hydrological cycle and water resources
interact with the climate system on local to global scales?
Evolution of precipitation and river flow.

Biogeochemistry: How do biogeochemical cycles interact with global
climate change?

Evolution of natural vs managed systems fluxes of greenhouse gases.

Cryosphere: How do rapid changes in cryospheric systems interact
with the climate system?

Long term committed Antarctic ice sheet contribution to Sea Level Rise
from changes in 2010-2050.




Accelerated Climate Model For Energy @/CME

Accelerated Climate Modeling
for Energy

ACME Version 1 (release in 2017) capabilities:
« New MPAS ocean, sea-ice, land-ice

« New convection scheme, TBD

« Coupled regional refinement system (ocean-ice-atmosphere),
 Land biogeochemistry-CNP,

 Land watershed hydrology, sub-grid orography

Computing awards:

INCITE (2015) 190M hours

ALCC (2015) 165M hours

NESAP — Cory — NERSC early access
CAAR — Summit — OLCF early access

Secretary of Energy Achievement Award 2014

SciDAC3 Pl Meeting 2015 Department of Energy ¢ Biological and Environmental Research



ACME management

ACME Council

Dave Bader, Chair
Executive Committee: W. Collins, M. Taylor
R. Jacob, P. Jones, P. Rasch, P. Thornton, D. Williams, T. Ringler
Ex Officio: J. Edmonds, J. Hack, W. Large, E. Ng

Executive Committee
Chair: D. Bader

Chief Scientist: William Collins
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ACME development Roadmap

Relationships Among Simulati
and Architecture Roadmaps

Development
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SciDACS3, 3 Lab-led projects, 2011-2016
Next-generation component capabilities

1. Multiscale Methods for Accurate, Efficient,

and Scale-Aware Models of the Earth System
LBNL, LANL, PNNL, ORNL, LLNL, SNL, NCAR, UW-M, CSU, UCLA

2. Predicting Ice Sheet and Climate Evolution at

Extreme Scales (PISCEES)
LBNL, LANL, ORNL, SNL, NCAR, MIT, FSU, U-SC, UT-Austin
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ORNL, SNL, LLNL, PNNL, LANL, ANL, NCAR

Mid-term review: Termination of ACES4BGC i 3 : ;',
** Two “replacement” proposals under review e

** ACME performance and portability
** ACME high-resolution atmosphere
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Multiscale Methods for Accurate, Efficient, and Scale-Aware Models of the Earth
System LBNL, LANL, PNNL, ORNL, LLNL, SNL, NCAR, UW-M, CSU, UCLA

Atmosphere

“Scale-independent” convection representations: several schemes under
development and testing, with focus on tropical testbed

Development of pdf-based scheme to represent cloud physics, microphysics
Time-stepping and process coupling methods (FASTMath), Implicit
atmosphere dynamics

Dynamic adaptive mesh (CHOMBO) for the atmosphere (FASTMath)
Parameter calibration for e.g. cloud microphysics (QUEST)

Ocean
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“Scale-independent” ocean-eddies
Performance (SUPER)
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resolution

mesh
transition
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resolution




Predicting Ice Sheet and Climate Evolution at Extreme Scales (PISCEES)
LBNL, LANL, ORNL, SNL, NCAR, MIT, FSU, U-SC, UT-Austin

. . ight) BISICLES Fini e o
« Develop ice sheet model dynamical cores on Volume simulationof. =

. . 22 mia
Antarctic surface velocity -

unstructured and adaptively refined meshes

» Methods for verifying and validating these
models

» Methods for uncertainty quantification of model
projections of future sea-level rise

» Couple new ice sheet models with ACME

= /(left) Block-structured Adaptive
/ Mesh Refinement (AMR) in

dynamically complex regions,

such as the grounding line

FELIX Finite Element dynamical core simulation of Greenland
surface velocity (log10 m/yr) on MPAS unstructured mesh

3.0

» Good scaling on DOE LCF architectures
 Collaborations with FASTMath, SUPER, QUEST

« Formal methods for deriving optimal model initial conditions
with smooth coupling to climate models

» Coupling of FELIX Finite Element dynamical cores to Model
for Prediction Across Scales (MPAS) unstructured mesh
framework

+ Antarctic, whole-ice-sheet forward model integrations of
BISICLES with AMR and coupling to POP2x ocean
circulation model

0.0



University FOA (2014-2016)
6 ScIDAC, 6 non-SciDAC projects

“Expanding the computational frontier of multi-scale atmospheric simulation
to advance understanding of low cloud / climate feedbacks”
Pritchard et al.: UC-Irvine, U-Washington, SUNY-Stony Brook, PNNL

High resolution Cloud Resolving Model (CRM) embedded in a Global Climate

Model (GCM) gridbox:
High resolution will resolve (instead of parameterize) many cloud processes

Very slow computationally!
Efficiency: o 5
- Algorithmic: rf’ 2.5
= Coupling, timestepping
requirements for processes
= Partial representation of CRM 1"'____
- Computational: /

= CRM physics onto GPUs Y}E
= Global dynamics on CPUs 32 CRM Columns - 4 km X

Strategy for Climate modeling on Summit/Titan; ACME CAAR application
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MULTISCALE METHODS FOR ACCURATE; EFFICIENT,
AND SCALE-AWARE MODELS OF THE EARTH SYSTEM

MULTISCALE is a SGDAC ing project with the
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needs of both the cimate sciences and poli
communities. The principle goals of the MULTISCALE team are to:

- Address grand challenges in projecting the future of the Earth's
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Climate and Earth System Modeling

The Accelerated Climate Modeling for Energy (ACME)
project is sponsored by the U.S. Dey
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Using river flow as & key indicator of hydrological changes
from natural and human systems, ACME is testing the
hypothesia that changes in river flow have besn dominated
by land managsment, water management, and climate
change associated with asrosol forcing but wil be.

aly by greenhcuse gas ch

The initial phase of ths project focuses on simulation
of precipitation and surface water in orographically
complex regions, including the westsm United Statss

from the inferactions -scale e - b and the headwaters of the Amazon. Improved rasclution
features and large-scale structures of the ocean and - - and parameterizations of clouds, aerosols, and their
atmosphere in cimate mode's. PREDICTING ICE SHEET AND CLIMATE EVOLUTION interactions, should produce a more raalistc pertrayal of

A g the precipitation location, frequancy and intensity, as wall

* Damiop st s of sncels st gt Row shuckirs pat AT EXTREME SCALES (PISCEES) as asrosol daposits on snow and surfacs ice—al factora
ewolilicn of e cimle system dcrres 2 beoad range of spaital that influencs runof, snowpack, and snowmelt. ACME
#nd famporal scales. axploras the rola of thase various physical processee in

R v Gk influsncing river flow and frash water supply, with a goal of
3 . and i As the climate warms, mass loss from the Greenland Simdlating an'sccrie porimynl ot pressot-day, iver fow,
siscal ke i szations info the and Antarctic ice sheets is accelerating. The resulting for major river basins on the planet.

Community Earth System Model (CESM). fresh water input into the oceans will be the dominant

contribution to future sea-level rise. Predicting lce Sheet

The longer-term water cycle goal is to underatand how

e areas of the hydrological cycle in the fully coupled climate system

VARIABLE RESOLUTION DYNAMICAL FRAMEWORKS snd Clmalks Evokifion st Extrame Soales. on BISCEES society: will svolve with climats changs and the expected sffect on
is a multi-institutional® project developing state-of-the- local, regional, and national supplies of frash water.

Some of the greatest chall art computer models of large ice sheets to improve cycle and water
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projections of ice-sheet mass loss and sea-level rise.

fitem on local to

the ocean :-1 The PISCEES team of scientists is also creating new
atmosphere. In order to advance earth-system science, tools and techniques for vaiidating ice-sheet simulations e mical cycles
‘generation of models are required o mnmemanam against observations and for estimating the uncertainty
evolution of | of spatial i jecti
g o it o surmounding future projections. i chasgeain
ihe climate system?
these critical processes and constituents, from ocean-eddy and NEW ICE-SHEET MODELS 7
- 250 m Resclution
Mmbmsl‘*s through improved physical and ‘existing DOE
must be Large-scale ice-sheet computer models must represent uted across cight

represented searieséyiw\ highly resolved regmsmaefhey oy s e i the response of ice flow to changes in atmosphere and J institutions.

m""’m e St o ocean conditions (i.e.. cimate change)—as well as to
are Pﬂ'\ﬂ!ﬂm Wmﬂbﬁm s to introduce sccurte evolving conditions within and beneath the ice. This is

e W clouds, particularly difficult near dynamically complex ice-sheet
“"""?‘"L and eddies into the next generation "'ﬁ“ a margins, like the “grounding line.” where land-ice thins to
Sz = - 5 2 b floatation and flows out over the surface of the ocean. For
shuphues. 4 pliy i dalker "“m"": u_“ i "““’5“5 generaion, and automated optmization methods for the most accurate predictions, PISCEES researchers are ity to project
from 20 1116 degrees. next-generation computer archiectures. developing robust, comprehensive models of ice-sheet mis of
e oo dynamllcs m: mclu:e van«;:'l'eresolwon rlnes?:es in order eci-nn: n;: to 'AGME Wil further xamine whether durig fhe hext 40 ysars, the
to simulate the evolution of the continental-scale ice fses, including

SGIENTIFIC AND COMPUTATIONAL MOTIVATION e by s ba e L [ potentise. o o 5 it S S

— e i of the Community Earth
We are developing. validating, and of (CESM). Pt These new models, named FELIX and BISICLES,
the. and anif pled ial resolutic |
rcishoii pled focus spatial resolution and computational resources Top:Compute s vlcty iy ot At s Sttt
Tils eont s Bekaador of i " in fast-flowing and dynamically complex regions. such Fine Istand Glacisr in meshing (shaded
‘successful i ion. These as ice streams, outlet glaciers, floating ice shelves, and boxes) and lwnon (red line) for the Pine Isiand
developed by grounding lines. FELIX uses finite element methods o o -
and unstructured meshes, while BISICLES uses finite =
volume methods and block-structured, adapative-mesh
*Participating Institutions
refinement. Both models allow for a range of reduced- Los Alamos Nati L tory
order (and thus computationally less expensive, though awrence Berksiey National Laboratory
less accurate) approximations to the goveming equations  Flonida State University
for ice motion. These new models use advanced Massachussts Institute of Technology
mathematical and computational techniques through National Genter for At Research
collaborations with scientists at the Scientific Discovery Oak ““’3‘ "“’T” Laboratory
through Advanced Computing (SiDAC) Institutes. sadks b
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