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Does the model work? How well does it work? Present day initialization and comparison
Continent-scale, dynamical, ice-flow models are computationally expensive and have Continent-scale, dynamical, ice-flow models are computationally expensive and have To quantify how well continent-scale, dynamical, ice-flow models capture the true
large, complex code bases. As developers add in new, cutting-edge, methods from large, complex code bases. As developers add in new, cutting-edge, methods from dynamics of polar ice sheets, a robust validation procedure is being developed as
researchers, there is a strong need to be able to determine the effects of changes on researchers, there is a strong need to be able to determine the effects of changes on well. Recent advances in data collection tools and data analysis procedures are
the model solution. By comparing new model output against a preserved model the model solution. By comparing new model output against a preserved model enalbing us to create a proper set of initial conditions for present-day simulations.
output, or benchmark, we can determine if, and how much a new feature or method output, or benchmark, we can determine if, and how much a new feature or method The next step is to perform validation of these runs, often using similar techniquies
effects the model solution. Because of the complexity of the code base, these effects the model solution. Because of the complexity of the code base, these to prepare the data. As a statring point we creat the initial data sets using a suite of
evaluations need to happen for each and every change to the model. evaluations need to happen for each and every change to the model. scripts to interpolate the data to the model grid.
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