
Lattice gauge techniques have greatly improved our understanding 
of the properties of Quantum Chromodynamics (QCD) at finite 
temperature.  Recent results confirm the presence of a crossover 
transition from hadrons to quarks and gluons above about 155 MeV 
using several different methods, and the QCD Equation of State has 
been determined in the continuum limit, as required for precision 
hydrodynamic modeling of the zero baryon density regions created 
in full-energy heavy ion collisions at RHIC and the LHC.  The next 
great challenge in Lattice QCD thermodynamics is to extend the 
calculations into regions of finite baryon density that will be 
probed by FAIR and the beam energy scan at RHIC to identify and 
study the critical end point that must exist if there is a first order 
transition at high baryon density.  
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number. In particular, while the freeze-out temperature
might be flavor-dependent [20], the chemical potentials as
a function of the collision energy should be the same for
all species. The present level of precision reached by lat-
tice QCD results, obtained at physical quark masses and
continuum-extrapolated, allows to perform this check for
the first time.
One more caveat is in order, since experimentally only

the net-proton multiplicity distribution is measured, as
opposed to the lattice net-baryon number fluctuations.
Recently it was shown that, once the e↵ects of resonance
feed-down and isospin randomization are taken into ac-
count [21, 22], the net-proton and net-baryon number
fluctuations are numerically very similar [23].
In this paper we show for the first time that it is possi-

ble to find a consistency between the freeze-out parame-
ters yielded by electric charge and baryon number fluctu-
ations. This is achieved by systematically comparing our
continuum-extrapolated results for higher order fluctua-
tions of these conserved charges [11] to the corresponding
experimental data by the STAR collaboration at RHIC
[7, 8]. We are using the newly published, e�ciency-
corrected experimental results for the net-charge fluctua-
tions and combine them with our lattice results presented
in Ref. [11]. We also extract independent freeze-out con-
ditions from the net-proton fluctuations and systemati-
cally compare the outcomes of the two. Details of the
lattice simulations can be found in [11].
The fluctuations of baryon number, electric charge and

strangeness are defined as

�BSQ
lmn =

@ l+m+n(p/T 4)

@(µB/T )l@(µS/T )m@(µQ/T )n
; (1)

they are related to the moments of the multiplicity distri-
butions of the corresponding conserved charges. It is con-
venient to introduce the following, volume-independent
ratios

�3/�2 = S� ; �4/�2 = �2

�1/�2 = M/�2 ; �3/�1 = S�3/M . (2)

The chemical potentials µB , µQ and µS are related
in order to match the experimental situation: the fi-
nite baryon density in the system is due to light quarks
only, since it is generated by the nucleon stopping in
the collision region. The strangeness density hnSi is
then equal to zero for all collision energies, as a conse-
quence of strangeness conservation. Besides, the electric
charge and baryon-number densities are related, in order
to match the isospin asymmetry of the colliding nuclei:
hnQi = Z/AhnBi. Z/A = 0.4 represents a good approxi-
mation for Pb-Pb and Au-Au collisions.
As a consequence, µQ and µS depend on µB so that

these conditions are satisfied. This is achieved by Taylor-
expanding the densities in these three chemical potentials

up to µ3
B [10]:

µQ(T, µB) = q1(T )µB + q3(T )µ
3
B + ...

µS(T, µB) = s1(T )µB + s3(T )µ
3
B + ... (3)

Our continuum extrapolated results for the functions
q1(T ), q3(T ), s1(T ), s3(T ) were shown in [11]. The
quantities that we consider to extract the freeze-out T
and µB , are the ratios RB

31 = �B
3 /�

B
1 and RB

12 = �B
1 /�

B
2

respectively, at values of (µB , µQ, µS), which satisfy the
pyhsical conditions discussed in the previous paragraph.
As shown in Ref. [11], the leading order in �B

3 /�
B
1 is

independent of µB , while the LO in �B
2 /�

B
1 is linear in

µB . This allows us to use RB
31 to extract the freeze-out

temperature; the ratio RB
12 is then used to extract µB

(notice that our results for RB
12 are obtained up to NLO

in µB).

We then independently extract µB from �Q
1 /�

Q
2 (which

is also linear in µB to LO), in order to check whether dif-
ferent conserved charges yield consistent freeze-out pa-
rameters. In Ref. [11], we compared the lattice results
for �Q

3 /�
Q
1 to the preliminary, e�ciency-uncorrected data

from the STAR collaboration, to extract an upper limit
for the freeze-out temperature. We then obtained the
corresponding chemical potentials by performing the
same kind of comparison for �Q

1 /�
Q
2 . The new, e�ciency-

corrected results for the moments of the net-charge mul-
tiplicity distribution from STAR show significant di↵er-
ences, compared to the uncorrected ones. This yields
di↵erent values for µB , compared to the ones obtained
in [11]. As for �Q

3 /�
Q
1 , the experimental uncertainty on

the corrected data is such that presently it is not possible
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FIG. 1. RB
31: the colored symbols show finite-Nt lattice QCD

results. The continuum extrapolation is represented by black
points (from Ref. [11]). The dark-orange band shows the
recent experimental measurement by the STAR collaboration
[7]: it was obtained by averaging the 0-5% and 5-10% data at
the four highest energies (

p
s = 27, 39, 62.4, 200 GeV). The

green-shaded area shows the valid temperature range.

The most promising approach for extending lattice techniques into regions of finite baryon 
density involves the calculation of susceptibilities, which if calculated to sufficient order, provide 
an estimate for the location of the critical end point [Gavai and Gupta (05)].   
 
 
 
 
The baryon susceptibility will diverge at the location of the critical point (if it exists), and it’s 
location can be determined by Taylor series expansion through the radius of convergence, 
 
 
 
 

This also is true for lower temperatures. However, in this
case extrapolations linear in 1=N2

! are no longer sufficient
for the electric charge and strangeness fluctuations.
Systematic effects at OððaTÞ4Þ start to become important.
This is evident from the data sets at T ¼ 150 MeV, which
are shown in Fig. 4 as well. We note that also at this
temperature, which is the lowest temperature for which
we perform continuum extrapolations, extrapolations
based on the r1 and fK temperature scales are in good
agreement.

Having demonstrated consistency of the continuum es-
timate obtained using r1 and fK, we, as stated previously,
use the scale from fK in the rest of the paper because the
slope in the fits is smaller.

The data for the net charge fluctuations in the tempera-
ture interval 120–250 MeV, results of the linear extrapola-
tion for "B

2 =T
2, and quadratic extrapolations for "S

2=T
2 and

"Q
2 =T

2 are shown in Figs. 5 and 6. In Fig. 6 (right) we also
show the ratio of net baryon number and electric charge
fluctuations. The continuum extrapolation shown for this
quantity has been obtained from the corresponding extrap-
olations for "B

2 =T
2 and "Q

2 =T
2.

Continuum extrapolations in the crossover and the low
temperature regions require additional considerations be-
cause the three different conserved charge susceptibilities
show different sensitivities to cutoff effects. In order to
quantify differences from the HRG model results in this
temperature regime, and in order to clarify the extent to
which the HRGmodel provides a good description of QCD
results, we analyze the ratios "X

2 ="
X;HRG
2 , X ¼ B,Q, and S,

in Fig. 7. We find that, while baryon number fluctuations
start to agree with HRG model results for T & 165 MeV,
the net strangeness fluctuations become larger than the
HRG values for temperatures below T ’ 190 MeV and
then approach the HRG values from above at T &
150 MeV. At T $ 150 MeV, the differences are still
(10%–20)%.
The electric charge fluctuations show much larger devi-

ations from the HRG model as is evident from Fig. 7. In
particular, below T ’ 170 MeV, the cutoff dependence in

"Q
2 ="

Q;HRG
2 is large and extrapolations including just lead-

ing order a2-corrections fail. As discussed in Sec. IVA,
this, to a large extent, is due to the severe cutoff depen-
dence of the pion spectrum, i.e., the anomalously large rms
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FIG. 6 (color online). Net baryon number fluctuations in units of T2 (left) and the ratio of net baryon number and net electric charge
fluctuations (right). Calculations of fK have been used to fix the temperature scale. Also shown are results from a continuum
extrapolation taking into account Oða2Þ corrections. For "B

2 ="
Q
2 we also show the ratio of continuum extrapolations constructed for

"B
2 =T

2 and "Q
2 =T

2 separately. The HRG model result and the SB limit is given by the solid lines.
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FIG. 5 (color online). Fluctuations of net strangeness (left) and electric charge (right) in units of T2. Calculations of fK have been
used to fix the temperature scale. Also shown are continuum extrapolated results taking into account cutoff effects up to quadratic order
in 1=N2

! . The HRG model result and the SB limit is given by the solid lines.
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moments experimental definitions lattice susceptibilities
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Table 1: Experimental definitions for the ratios of moments employed in the search for the critical
point and the corresponding ratios of lattice QCD susceptibilities. Higher order moments are
increasingly sensitive to the coherence length (see text for details).

variance (�q) to cancel any volume dependence. These quantities are defined in Table 1. They have

the additional advantage that they can be directly related to the susceptibilities, �(n)

q = @n
(p/T 4

)

@(µq/T )

n ,

that can be calculated in Lattice QCD [27]. The LLNL Heavy Ion Group, with its close connection
the local LLNL lattice group and HotQCD is well suited to play a leading role in both the analysis
and interpretation of data.

As with many other signatures in heavy ion physics, the devil is in the details. One must
consider remnant contributions from the initial state fluctuations, particle conservation e↵ects, and
the influence of re-scattering e↵ects, although recent calculations indicate that these e↵ects are
likely to be small [30]. Among the quantities listed in Table 1, only the net charge fluctuations can
be measured directly experimentally, however measurements of net-proton fluctuations serve as an
e↵ective proxy for baryon number fluctuations and have attracted the most interest recently [31, 32].
In this proposal period we will focus on measurements of the charge fluctuations with existing data
from PHENIX, while exploring ways to extend current capabilities in future.

2.2 Jet-quenching in Strong Coupling Regime

Although the phenomena of jet-quenching was among the first discoveries of the RHIC program [33],
we do not yet have a comprehensive theory of how the jet interacts with the strongly coupled QCD
medium. Among the theoretical models under consideration, the one with high discovery potential
is the AdS/CFT correspondence [34], which would have implications beyond the field of heavy ion
physics. The scientific motivation of the LLNL Heavy Ion Group is driven primarily by interest in
this topic, however, the proposed measurements are more general and will have impact regardless
of the underlying theory that ultimately survives confrontation with experimental data.

First suggested by Maldacena in 1997, interest in the AdS/CFT gauge-gravity duality grew
within the heavy ion physics community when the minimal viscosity conjecture [35] was validated
by the first comparisons of viscous hydrodynamic flow results to experimental data [37]. Subsequent
refinements have attempted to place error constraints on the value of the viscosity to entropy ratio
to within a factor of two depending on the choice of initial conditions. With an improved description
of the initial conditions, an error of 10% or less is achievable. Energy loss is a related observable
that is calculable in strong gravity, and has been suggested as a better measure of the medium
coupling strength than the viscosity [36]. Although in the weakly coupled limit the two are related,
in the strong coupling limit the energy loss expressed as q̂/T 3 continues to grow in proportion
to the square-root of the t’Hooft coupling while ⌘/s plateaus at the conjectured lower limit of
1/(4⇡h̄). At this time there are large variations in projected temperature dependence (see [38]
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Figure 3: Left: current and projected uncertainties on the net-proton kurtosis ⇥ variance, a measure of
the shape of the event-by-event distribution of net protons. Center: illustration of the phase-diagram of
QCD matter, including the area of the phase diagram probed by the beam energy scan. Right: nuclear
modification factor RAA in central Au+Au collisions measured for di↵erent collision energies during
phase #1 of the beam energy scan demonstrating the transition from confined to deconfined matter.

4.1 Search for the QCD Critical Point: Beam Energy Scan Phase II

Bulk matter in which the interactions are governed by QCD has a rich phase structure, as shown in the
center frame of Figure 3, which can be explored by varying the collision energy between heavy nuclei. In
collisions of two nuclei, versus collisions of nuclei with their antimatter partner, the matter is formed
with a net baryon density, or baryochemical potential (µb), which decreases with increasing collision
energy. At zero baryochemical potential, lattice gauge calculations have firmly established that the
transition from normal nuclear matter to the Quark Gluon Plasma is of the crossover type, in which no
thermodynamic quantity diverges even in the infinite volume limit. At high baryochemical potential and
low temperature, model calculations suggest that the transition is strongly first order, which leads to
the conjecture that there must be a critical endpoint in the QCD phase diagram. In recent years lattice
calculations have been extended to finite baryochemical potential, with many of these calculations
finding a critical endpoint, though its location (and even its existence) are highly uncertain due to the
di�culty of performing lattice calculations in this regime. The identification of the QCD critical point
is therefore presently an experimental question: should it be found, its location and existence would
provide a unique landmark in the understanding of the QCD phase diagram from first principles.

The collision energies currently available at heavy ion colliders span almost three orders of magnitude,
from the lowest center of mass energy per nucleon

p
sNN of 7.7 GeV first performed at RHIC in 2010,

to 5.5 TeV eventually available at the LHC. A first-phase scan over the lower end of this range was
performed in 2010 and 2011. This scan indicates that RHIC sits at a ”sweet spot” in energy, in which
rapid changes occur in a number of signatures for energies up to approximately 30 GeV, while remaining
surprisingly stable beyond that over the two orders of magnitude to the LHC. As an illustrative example,
the right frame of Figure 3 shows the hadron suppression RCP in central collisions for

p
sNN from 7.7

GeV to 2.76 TeV, in which it is clear that the strongest changes occur at the lowest energies. Combined,
these measurements provide a substantial hint that collisions at energies at the lower range available at
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In this work we would be interested in computing the baryon number susceptibilities at µB = 0 since these quantities
appear in the Taylor series expansion of the second order baryon number susceptibility expressed in powers of µB,

χ20(µB)

T 2
=

χ20(0)

T 2
+ χ(4)

B

(µB

3T

)2
+ χ(6)

B

(µB

3T

)4
+ χ(8)

B

(µB

3T

)6
+ .. (5)

If a critical point exist then the baryon number susceptibility should diverge at that point in the continuum limit.
The radius of convergence of this series, should therefore determine the location of the critical point in the T -µB plane
of the QCD phase diagram. It can be defined as

rn = lim
n→∞

√

√

√

√

χ(n+1)
B

χ(n+3)
B

, or rn = lim
n→∞

[

χ(2)
B

χ(n+2)
B

]1/n

. (6)

At the critical point, all the χ(n)
B are positive definite and the successive estimates of the radius of convergence agree

with each other [7]. It is clear from the above definitions of the radius of convergence that one needs to estimate more
and more higher orders of the baryon number susceptibilities in order to locate it with precision and reliability.

The QNS in Eq. (1) can be written in terms of the trace of the derivatives of the Dirac matrix in Eq. (3) and
its inverse at µ = 0. All the expressions for the QNS upto eighth order are given in the Appendix of Ref.[7] as
expectation values of Oijkl... These in turn are written in terms of the derivatives and inverse of D. We note that as
a consequence of changing to our lattice Dirac operator linear in chemical potential, only the expressions for Oijkl..

change, and indeed simplify a lot. This is because the second and higher order derivatives with respect to the chemical
potential of the D in Eq. (3) vanish. For example, the expression of χ40 in our case in the notation of Ref. [7] is still,

χ40 =
T

V

[

⟨O1111 + 6O112 + 4O13 + 3O22 +O4⟩ − 3⟨O11 +O2⟩2
]

, (7)

with each such On simply given by

On = (−1)n−1(n− 1)! Tr(D−1D′)n . (8)

In order to appreciate the difference, let us point out as an example O2 and O4 in our case are:

O2 = − Tr(D−1D′)2 and O4 = − 6Tr(D−1D′)4 , (9)

while in Ref. [7] they are

O2 = − Tr(D−1D′)2 +Tr(D−1D′′) and

O4 = −6Tr(D−1D′)4 + 12Tr[(D−1D′)2D−1D′′]− 3Tr(D−1D′′)2 − 4Tr(D−1D′D−1D′′′) + Tr(D−1D′′′′) . (10)

From a comparison of the Eq. (9) and Eq. (10), one sees the absence of the second derivative term in the former.
In fact, it arises due to those modifications which eliminate the free theory divergence. But then due to the same
reasons Eq. (10) has four additional terms of alternating sign as compared to Eq. (9). This is generic. As the order
n increases, the number of such terms in the expression of the On increases. It should be noted that each trace in
the expressions of QNS contains product of the inverse of the Dirac operator with the derivatives of Dirac operator
with respect to µ. The matrix inversion is the most expensive computation on the lattice. If successive derivatives
of Dirac operator are all finite, one has to compute more number of matrix inversions. Using the operator defined in
Eq. (3) only the first derivative of the Dirac operator is finite. Thus the price of additional terms with sign changes
increases at the higher orders. Computationally, this implies more inverses of the matrix D and more precision with
each term has to be computed in order to get On with comparable accuracy for all n. It therefore seems a worthy
effort to devise a scheme to remove the free theory divergence in another way, as we attempt in this work. In one
can successfully remove the lattice artifacts that appear in the expressions of the lower order susceptibilities, then it
can potentially open the door to compute the eighth and the higher derivatives with considerably less computational
effort, enabling a better check on the radius of convergence estimate, as argued in [13].

III. RESULTS

In this section we first begin by computing the susceptibilities of free fermions using the staggered operator in
Eq. (3) in order to separate the artifacts in the second and fourth order QNS. In [13] we proposed to remove the

Estimates of the radius of convergence will need to be computed in the continuum limit and will require higher order susceptibilities, eighth order or 
higher.  These calculations are computationally intensive and will not be feasible without significant advances in hardware as well as more powerful 
numerical methods. A speedup of at least an order of magnitude is needed for such a calculation to be possible on a 1-year timescale. Algebraic 
multigrid (AMG) has the potential to provide this speedup and benefit many other Lattice QCD calculations as well. 

The susceptibilities with respect to charge, strangeness, and baryon number also provide 
information on fluctuations, which can be compared directly to experimental 
measurements at freeze-out [Karsch and Redlich (11)], as well as to calculations of a 
non-interacting Hadron Resonance Gas (HRG).  Therefore, at zero baryon density, the 
lattice susceptibilities can be benchmarked against experimental data and HRG 
calculations in order to understand the freeze-out conditions. The higher order 
susceptibilities can be used to study higher order moments of the charge, strangeness, 
and baryon number fluctuations measured by experiments.    
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Calculations of sixth order susceptibilities 
are being carried out by both the HotQCD 
and B-W collaborations. These calculations 
will be sufficient to understand experimental 
freeze-out conditions and deviations from 
the Hadron Resonance Gas calculations;  
however, reliable predictions for the location 
of a critical end point in the QCD phase 
diagram are beyond state-of-the-art 
capabilities of the lattice community.  Work 
on AMG offers the best possibility for 
achieving significant speedups in lattice QCD 
calculations. A reliable prediction for the 
location of the critical endpoint would have 
an enormous impact on the experimental 
program at RHIC and other heavy ion 
colliders. 
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Joining forces: hypre and QLua 

The hypre package is an advanced and growing suite of parallel 
linear solvers and preconditioners scalable on massively parallel 
architectures, including the LLNL/IBM Sequoia Blue Gene/Q. 
 
It was developed at LLNL’s Center for Applied Scientific Computing 
(CASC) under the direction of Rob Falgout, a leader in the  field of 
algebraic multigrid. 
 
hypre is a vital component of a broad array of application codes 
both at LLNL and worldwide; it’s been downloaded over 10,000 
times in more than 70 countries. 

QLua is a domain-specific language for lattice QCD based on the 
Lua scripting language, being developed principally by Andrew 
Pochinsky at MIT. 
 
QLua combines the ease and user-friendliness of a high-level 
scripting language with the extensive set of parallel capabilities 
contained in the USQCD software stack. 

By interfacing hypre and QLua with the new, aptly named hypre-
QLua Layer (HQL), we aim to bring the advanced AMG methods of 
hypre to bear on lattice gauge theory, specifically for our work 
with the HISQ and Domain Wall fermion discretizations. 
 
At the same time, we are working closely with the HEP and CalLat 
teams to make substantial extensions to hypre that will benefit its 
non-lattice user community, such as higher dimensions, complex 
numbers, and development of new adaptive multigrid methods 
starting with Bootstrap AMG. Refer to posters by Rich Brower 
(USQCD HEP) and Evan Berkowitz (CalLat). 

Of hypre’s four system interfaces, the semi-structured grid is the most efficient 
for lattice QCD, and provides access to most of the solvers in hypre. 
 
Translating the lattice QCD language of pseudofermions, spins, colors, gauge links 
and so on into the hypre language of parts and stencils was not simple but was 
not a tremendous challenge. 
 
At present functionality includes: 
•  passing pseudofermion “vectors” between QLua and hypre 
•  converting gauge fields and arbitrary Dirac operators, defined fairly simply in 

QLua, into hypre SStruct matrices 
•  providing access to native linear algebra operations in hypre 
 
All that remains is to provide access to the adaptive methods which are currently 
being developed. As these become available, we will extend the interface and 
begin to use hypre to develop the methods needed to accomplish our physics 
goals. 
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The LLNL Lattice subgroup and HotQCD collaborators are also 
extending the recently completed most accurate calculation of the 
critical temperature to date using physical pion masses and chiral 
Domain Wall Fermions both by exploring the region of the 
“Columbia plot” near the physical point. 
 
We have performed temperature scans for the [pseudo-]critical 
temperature for 1) 100 MeV pions and “physical” strange quark mass 
and 2) 135 MeV pions and a strange quark mass equal to the light 
quark mass. In both cases, we have bracketed the transition 
temperature, and in the ms = ml case, we see a substantial 
sharpening in the rise of the chiral condensate, which may be a hint 
that we are approaching a true transition. 
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