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MPAS-O ParaView Cinema can simplify accessing Catalyst output. This is done by
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Type: Polygonal Mesh
Number of Cells: 280
Number of Points: 202
Memory: 0.016 MB

Data Arrays
Current data time: 0.467
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