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ADIOS Timeline

ADIOS framework extensions

ADIOS Write/Read optimizations improve I/O

• Optimizations use 
synchronous I/O on leading 
HPC systems (Titan, Mira, 
Edison, Tiahne-1A, Garnet, …)

• Techniques are to optimize in-
memory data copy, 
movement, and file system 
access

• Optimizations for GPFS, Lustre

Topology-Aware Methods
Addresses I/O challenges on LCF systems

• High communication cost 

• Complex routing on Titan

• Small data size per core

Techniques

• Topology-aware data movement that takes 
advantage of BGQ/Cray topology

• Minimize data movement 

• Properly align data when being written to disk

• Allows I/O to reach 100s GB/s on Mira, Titan

• Currently being optimized for Titan, released 
for BGQ systems

Create a collaborative framework for scientist around the world to contribute and work with Data Intensive Science


