FASTMath Structured Mesh Technologies

Scientific phenomena happen over a wide range of length and time scales. FASTMath is developing and deploying state-of-the-art structured mesh
technologies that allow scientific application codes to capture these scales efficiently and enable scientific discoveries at scale.
Chombo and BoxLib provide evolving algorithms and computational frameworks for these applications.
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Particle-Mesh Methods
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- Direct simulation of image data
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More Information: http://www.fastmath-scidac.org or contact Lori Diachin, LLNL, diachin2@lInl.gov, 925-422-7130
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