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Multi-scale Time Advancement

Il. Introduction to Tokamak (a 3D Torus) 4X Performance Improvement at Scale Tight Code Coupling

'Further Development of XGC1 and Challengesk‘

B «Prolong the high fidelity simulation to experimental time scale (~50 ms)

s . « Electromagnetic turbulence capability 1 Performance: Weak Particle Scaling on DIII-D grid ! Code . : . .
fpo(l:;l:d?l: :/iielmoﬂ;xr):l:j(e)l TheLC]'COde — XGCH1 currently can handle perturbative electromagnetic turbulence in a c(".o :("1:"::::.;2‘:::” l::.: il it Coupling | «Expensive turbulence simulation may not be needed at all time steps
, thermal-equilibrium plasma background: called “delta-f* simulation ‘M;h :a‘»:»‘»;m::z:mﬁﬁ a1 - ADIOS " ADIOS . *Reset error accumulation in the way
. S : . S c ~ Edge plasma s in non-equilibrium state. The perturbative delta-f capabilty o [ vl s prrote —— 15 | 15 - +Divide XGC1: XGCF(axisymmetric+urbulence) and XGCC(axisymmetric
Poloica +ODE based Particle-In-Cell approach on configuration space grid XGC1 has simulated for the first time the nonlinear needs 1o be upgraded fo ull1 Rt e = e e Lroence) and XSG {axeymmetic)
cross-section —Uses unstructured triangular grid ~ Needs support for parallel unstructured meshing i se ®"(turbulence) in XGCS, with updates as neede

coherent potential & density structures (“blobs”) across
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+The usual interpolation issue exists T —— 02 Leadership Computing Facility. * File-based code coupling resulted in high latency, low-throughput, Accomplishments

* Prolongation of XGC1 simulation to experimental edge evolution
03 time scale via a multi-scale time advance technique
off ." 04 — In memory coupling between coarse and fine grained kernels.
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+ The computational kernel for simulating trajectories for electrons
(PUSHE), which accounts for > 85% of the overall run time for the
optimized CPU-only version, is the initial target for optimizing execution

and under-utilization of resources.

= Static workflow demanded lots of human efforts in designing and
updating workflows.

* Developed a detailed strategy for coarse/fine grain coupling to
encode turbulent information in the coarse grained simulation.

« Developed a coarse grained XGCa from XGC1, and demonstrated

turbulence (at 2ms)

=l XGC1 containes all the basic physics compoents

Toroidal velocity (km/s)
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What Science Are We Studying?

— Strong collaboration among physics, applied mathematicis, and data using the GPU f fert] . . : i
+ Gyrokinetic ions P AR TR 1 2 2t 22 “5 2y s management scientistis is a critical necessity - - - = Customized applications with hard-coded execution plan. data coupling with XGC1.
wre e o e e S DhTHietae s el aromd Sme W » tomlzed \ A © gpgnmg"_:'s:; g)e:erslﬁd :f:l‘lgl?;‘;':SL&USAHFZ’;:’E?LTP”E“ while Paradigm shift: ADIOS + embedded workflows « Identified a strongly turbulent benchmark case to help guide the
’ ‘ ‘H . gyl _ S o U s pareel Clts C = Support efficient memory-to-memory/in-memory multi-code coupling development of strategies for adaptive multi-scale advancement.
et + Monte-Carlo neutral particle with wall-recycling coefficients (DEGAS2 \ 2o particie workicad s partitoned between the G and the muli.core (e.9., using DataSpaces).

CPU on each compute node. Using just the GPU for PUSHE is between
2.5 and 2.7 times faster than using just the multi-core CPU. An
assignment of 74% of particles to the GPU and 26% to the CPU cores
optimizes performance, and is between 3.1 and 3.5 times faster than

Challenges and next steps

« |dentify and understand appropriate measures of quality of the
simulation and validate against fully resolved simulations to quantify

is built into XGC1)
* Multi-species impurity particles

= Semantic-rich, machine-readable information embedded in data
requires less human involvement and provides more efficiency and
flexibility in coupling execution.

UQ Analysis Plan

v 2012

Ion temperature

VI. Edge Localized Mode Simulation in M3D

We are introducing key UQ methodology into the simulation workflow,

¢ Ry R Radios Edge localized « Plasma heating in the core - ks : e E ) the impact of the multi-scale approach on the physical fidelity.
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Ti(center) follows Ti(edge) daimage wal. orque input 1n the core crash and send the plasma energy to the material wall > Premature SaFr)aning methods for profile smopothing, EFIT and TRANSP outputs o moden s2mlSCIPUHEROtormancs Our focus is to support EPSI by providing integrated data-centric codes to minimize the transitional effects, e.g., phase space density

execution environments for tight code coupling, staged data process,

* Fully non-linear Coulomb collisions (Fokker-Planck-Landau) damage to wall, potentially severe under fusion-burning conditions reconstruction and conditional sampling techniques.

+ Edge plasma self-organizes into a steep pedestal shape (H-mode). « Forward sensitivity analysis of temperature and density profiles to key o e 3 5
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An approach to solve PDE on a 5D-grid has been difficult. - Automated profile smoother, using <255 EE) xect ADIOS =) stoai
| Particle-in-cell approach > Extreme scale computing is necessa : : HY : bivariate space-time splines with N 15 A o 4 taging
§ PP puting Y ) XGC1 is studying all the critical edge physics sawtooth binning (AIC, BIC for spline 2ol e Chunk-based | Services + Scalable Poisson-type Solvers — next steps
: properties) " Threads per MPI Task Operation

o Continue to develop non-linear solver for Boltzmann electrons
o Scale linear solver to strong scaling limit for exascale machines

+ Use DAKOTA to benchmark MC and Latin
Hypercube Sampling (LHS) profile fitting o'

» LHS showed improved convergence rate,

+ We normally simulate the whole
volume with a coarse grained mesh

Data$S
Embedded Schema tN @ @ TRSe)aces

o The optimal number of OpenMP threads to use per MPI task must take
add semantics of data SiMon

into account the MPI overhead and full-code OpenMP efficiency, but up

107
number of samples

Critial Edge Physics to Help ITER

in the core to capture the large variance reduction AR ~ | to 8 threads can be used with little degradation of PUSHE performance. | \ Monitoring / ® Arnpere e Lav.v solver “f'th elet‘:tromagnet!c per.turt?atlons
+How does the pedestal grow? DIID, Colchinetal, 2001 . . * Reducing sample size important when g \ 16 threads currently degrades PUSHE performance by 19%. /° S i o Higher order interpolation & high-order discretizations
*How does the core pressure grow — O D e craction §ﬁ§§ﬂ?§’ ?r(t)?n'ggﬁ 5?%%&‘%% samplest: \\ y Ty o Solve full gyrokinetic field equations with flux-surface averaging:

y
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between core and edge.
— When we confine the simulation to
the edge, by placing a core-edge

= Formulate with auxiliary variable and ...
= Use PETSc’s FieldSplit solvers
= Add auxiliary variable for flux surface average:

Data Staging \

Recent ADIOS release (version 1.5) with DataSpaces has been
incorporated in EPSI simulations to support efficient I/O operations:

together with edge pressure?
*What determines pedestal shape?
*How localized the heat load will be

 Currently under extension to other
codes, sampling methods (ILHS)

Challenges: Poor uncertainty models for

inputs to diagnostic routines, incorporating
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K m Performance: Next Steps
o « Electrons have higher velocities than ions and can cross multiple
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*How does the plasma fueled into 0 bt bt B 8 0 | MPI communication, the global electric field is replicated on each GPU. For « Non-blocking operations + FMM-like solvers for screened potential problems
core against gradient? 0.8 o.fmorm:h::a m‘:;‘:f 1.02 « Use a realistic BD condition for high resolution electromagnetic simulation of ITER, this will be difficult. The « Selection and chunked reads to enable schedule optimization o FMM-accelerated solver for variable coefficient and non-linear

Why s there a rotaion source at « Figure shows an ELM instability event from M3D in a DIII-D plasma XGC1 Sensitivity Analysis memory requirement can be reduced by a factor of 6 if only the potential is Poisson problems

torus: ®=a on the wall. « Staging with a unified API set for file and in-memory coupling

DULD, Moyer vl 42 Large scale turbulence in the whole — Cut-plane view of density contours (blue-green-purple) shows large

edge and how does it propagate in? &= 1 Currently we are evaluating sensitivity of key 1D physics profiles (T;,n;) and replicated and the field components are computed on the GPU as needed. S b i i
g ) (Vong)7ingT) | e . : e i P f . A : . i Maintain backward compatibili o 3D FMM based solvers for electrostatics and electromagnetics
«How are edge localized modes o e o + L-H transition is being studied. volume simulation in DIII-D geometry fingers’ being expelled towards the wall at top and bottom. their gradients to model parameters (heating and cooling) and numerics + To avoid collisions in update operations, certain arrays are replicated. On S e P 15 " S o Performance optimization on exascale
(ELMs) tri?hgerq)d and how to e H ¢ \ o Top and bottom have magnetic X-points that form near- (timestep size, particle number, spatial grid size). the GPU this leads to large memory requirements when thousands of O Reac oie oM e 0o Memary Wikl e LIS Wsimulation  Manalysis K /
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*What is the physics for blfurC%thn .. ol . Ed tential f —Two 3D density contours (blue and purple) show helical striations branch XGC1 routines, scripting support for interface with UQ tools exploit the recently available efficient atomic update operations on 64-bit  Hybrid approach to deal with exploding I e ]
from L-mode E, to H-mode E,? oomam 8 ossm ge poten ][a Ogm; . along equilibrium magnetic field . Cuf;_rentl)t/ Sx Iorlng|5|mpllf'ed ITG physics as a reduced model allowing floating-point values, lowering memory requirements and allowing more data volume e Unstructured Meshing
*What i the threshold P,? o 2, "% 2 spontaneously and the edge T . L sufficient UQ sample size threads to be launched, hopefully improving performance. = ; ; EEH E}a
e S 1 e T P A 8 » — Edge disturbances couple strongly to the plasma interior + Incremental process of adaptively enriching the model when indicated - e, NOpETY mproving per = Open questions on using GPUs and SSDs . Methods and tools for XGC unstructured meshes — Efforts include:
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\ 2 — Velocity streamlines (3 starting values near outer midplane) show YACAE : ) S artition grid and particles (“poloidal decomposition”) instead of the current Y| : B Y dedicated cores + Generation of better meshes meeting constraints
\ of wall-recycled neutrals. instabili . d aradual devel £ coh . Challenges: Balancing computational demands of full-physics simulation p: g el (] B aac for faster time to solution EDEIOED 3
: . ; ) e 119 s instability motion and gradual development of coherent rotation versus sampling demands of UQ, developing UQ analysis to extrapolate 1D domain decomposition and random partition of particles in other e b e e e e o Control of element shapes and gradation
y \ * Inward pinch of cold particles 0 D* (107 m?) {)r_om gimqlified i more gg;m;;lsex physics models, treatment of sampling dimensions. New capabilities will change the performance characteristics memory-to-memory data sharing for coupled simulation workfiow o Maintain aligned mesh layers between curves of
The Strategy found " " : H Plans and Challenges ias due to numerical artifac significantly, but experiments using the current version indicate a Appl App2 constant flux on interior (and exterior if possible)
. Agreement W]th ex en'menta[ 3 * Full understanidng Of ELMs requires Coupling Of MHD to particles, calibration Of Reduced MOdeI in XGCO computationa[ load imbalance on the GPU not related to imbalance in coupled region coupled region Graph of data transfers between o Introduce increased flexibility around x-poin’t and
+ Solve the non-equilibrium problem from first-principles kinetic equation p — I /' which have different physics and computational structures ; e 3 number of particles. Non-power-of-two MPI collectives also appear to distributed over 4 distributed over 20 coupled codes at geometric features at outer walls
i et oo il ; 7 ; edestal profile is excellent 2 sms ® * Goal: Bayesian calibration of anomalous transport model using H- ; g
+ Simulate realistic device; including magnetic X-point, sources and sinks p p ; 146598 2235ms — Different time scales, velocities, electric field, etc. mode DIII-D data in reduced physics (XGCO) using QUESO demonstrate poor performance at scale for multiple MPI tasks per node. processes processes 0 @ App1 process + Parallel mesh and particle
. f . 19 m-3! . . 0 23 Z ) App2 process
AV_T_'d nl:g:ectlr;g |mp0||"tant gz ; of® (107 m?) ; - Flulg:tl?ased Z\HD St"l“ml”ls l'ﬁ“'e glolblally COUPletd’ dfpe"f ‘;" rl:gl:ndz;\]ry + Similar process potentially applicable to calibration of XGC1 inputs (1010X5C) Dertormance: Weak Partcle Scaligon DD grid o | 1 7 ; OE o o Currently have a copy of mesh on each core —
e .a e e?oup fng ) - ‘ i 0.15 TCR IC:;IIJO:;;I.C(: noargﬁ;a“zzl:;l\lﬂe e Challenges: General XGC1 extension may lead to a large, expensive 1o Cray XK (1 16-core proc. 1 GPU per node) | — 8ot0]n : potential scaling and memory issue
—Coupling of radial drift motions to turbulent field variations . i\ 0,10 146598 2235ms Tiaht Y } ,(P " . teps) ¢ e Bhvsics diff inverse problem . 1600 w.:m:‘.‘?é‘“;::“aﬁlrf::'é-' - 2 | 3 :z I :j I :‘B :Z o o Evaluating using FASTMath PUMI parallel mesh
—Variation of background profile (free energy driver) N ‘ 3 - 4 « Tignt coupling (every few time steps) to resolve physics differences. aromeon 259y tiame | oof [T 105 100 onpol.decomp, 4 MP1 taek, 4 threede —— : . W to control parallel mesh and particle methods J
(Neglect of these effects are called “local” approximation.) % . 3 0.05 — MHD code computes magnetic field B, passes to particle code o " | | I % “: | 120 Localty;suns plecemen of coupled region =$ ' '
l a & 11019 ) i , e e (10 | < | processes on Cray XT5 12-cores computer nodes - « Controlling errors on transfer of data between particles and mesh
« We choose a scheme stable to the multiscale dynamics - g 0.00 Cé (107 m — Particle code computes particle pressure tensor or current density for MHD Manual calibration of 5 [sren 3 o0 @ App1 process | 1) Inter-node coupling data transfers
: e : ' \ s ’ : momentum equations. Challenge: accurate calculation of small velocity parameter anomalous L W N &) H 5000 @ @®®@ @ |0 App2process |~ (Over networks) is minimized O D TEUEE
—Multiscale dynamics: Orbital motions across a large scale fluctuation of oy Mmoments from particles transport model yielding = M - & w 9~ D@ 2) Intra-node coupling data transfers can - Linear mesh edges approximating curved flux surfaces
the background field could severly violate CFL condition if 5D PDE . = 0.850 0.900 0.950 1.000 1.050 ! . ) o | M' h' - . J - caen @ 66en @ be performed using more efficient ) )
. Uy — Main challenge: How to couple codes efficiently on leadership class HPC promising results OCo WA ot \ chaved metno - Mesh spacing between flux surfaces not assuming
* The scheme should also easily handle the odd edge shape . ) i » v So— del,12 de2, Y
O T — Flux surface averaged XGCO between non-scalable and scalable codes? (D. Battaglia) o xGCCED ‘6{14 ! “ noD e1,12 cores n;) 2,12 coresf. e S piece-wise linear while actual variation is non-linear
> Lagrangian ODE sct (particle-in-cell) Yy === Outboard midplane XGCO i 20 ata-cent.nc pl apement (.lgure above) enables In.-SItl.J e).(ecutlon or — Piece-wise linear approx. over elements covering many particles
X T coupled simulation, thus increase the amount of in-situ intra-node data

o Errors inherent to use of different “basis” in two methods
o Error reduction options — finer and/or higher order (curved) meshes

sharing and reduce cost (e.g. latency, energy) of network data movement
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