SciDAC USQCD  US Lattice Quantum Ciromodynamics

QUDA: QCD in CUDA for Multi-GPU Lattice Field Theory

Rich Brower (SciDAC software co-ordinator)

Stage 1: Basic Linear Solvers ’ ‘ Stage 2: Scaling to Multi-GPUs ’ ‘ Stage 3: Multi-scale Physics

QUDA (QCD in CUDA) library started in 2008 with NVIDIA’s CUDA implementation by Kip Barros and
Mike Clark at Boston University. It has expanded to a broad base of USQCD SciDAC [1] software
developers and is in wide use as the GPU backend for HEP and NP SciDAC application codes:
Chroma, CPS, MILC, etc.
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- Additional performance-critical routines needed for gauge-field generation
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Maximize performance:
— Exploit physical symmetries
— Mixed-precision methods
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* 12-number parameterization: reconstruct full matrix on the fly in registers
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