Lattice QCD on the BGQ: Achieving 1 PFlops Production Jobs

Through advances in computer hardware and software, production lattice QCD jobs run by the RBC and UKQCD Collabora-

tions on BGQ 1nstallations are sustaining 1 PFlops. The largest computational cost 1s 1n the solution of the Dirac equation (a lin-
ear equation) in the presence of a fixed gauge background and we use Peter Boyle's (Univ. of Edinburgh) BAGEL based solver for
this important calculation. Extensive multithreading via OpenMP 1n the rest of our code base (Chulwoo Jung, BNL and Hantao
Yin, Columbia) has also been vital to achieving good performance. In addition, we employ a number of new deflation and vari-
ance reduction strategies 1n our calculations which give a further large speed-up (~ 10x) beyond the software improvements. With
all of these techniques, we are able to simulate lattice QCD with physical pion masses in large volumes, of size (5.5 fm)>. This has
led to markedly reduced statistical and systematic errors for our results. With these advances, as well as new theoretical 1deas, we
are now begining production calculations for kaon decay involving disconnected quark diagrams, where the signal to noise ratio 1s

much worse. These new calculations improve constraints on standard model physics.

Robert Mawhinney The calculations reported here have been run on Mira at the ALCF, Sequoia at LLNL, the BGQ BGQ at BNL
Columbia University computers of the University of Edinburgh and the BGQ computers of BNL and the RBRC.

Sequoia at LLNL

Quantum Chromodynamics Physics Results and Prospects

Computers, Algorithms and Software
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RBC and UKQCD Collaborations
This performance comes from very carefully tuned assembly code on BGQ, produced by

e Decays of quarks via weak interactions K—l— Ky Peter Boyle, using his BAGEL code generator
predicted by Standard Model. leptons e The RBC and UKQCD collaborations, using the numerically expensive domain wall formulation, now
. LY (63%) . . . have two large simulations at different lattice spacings with physical light quarks.
* Experiments measure decays of hadrons e V. (1.6 x 10°) Al g0r 1ithms for Gau gc Field Production
_ S *  Domain wall fermions preserve all the continuum symmetries of QCD at finite lattice spacing
e Standard Model quark decays involve , ,
e Producing gauge fields: %

elements of a 3 by 3 unitary matrix, the This 1s vital for measurements of many observables

CKM matrix, described by 4 parameters
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*  Use classical molecular dynamics to move through gauge field space  For the first time, physical results have been produced for a process with 2 particles in the final state,

the amplitude for a kaon to decay to 2 pions (K -> 7ut) with the pions in an isospin 2 final state.
Physical Review Letters, 108 (2012) 141601 and Physical Review D 86 (2012) 074513.

* Quark loops give back reaction on gauge fields by solving Dirac equation

*  Hasenbusch mass preconditioning allows tuning back reaction

leptons
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1927 * Integrate different d.o.f on different time scales (Sexton-Weingarten integrators)
* Use higher order integrators, currently RBC/UKQCD use force gradient, O(dt*) * Previous results
e QCD Simulations are done in a four (or five) dimensional box, with O(50-100) grid o
points in each dimension * These are giving 10-100x speed-up over a decade ago. Re A, = (1.381 + 0.0464. & 0.135,sm0 £ 0.207,2) X10* GeV
* Hard to be completely quantitative here, since without speeds-ups, we could not ImA, = —(6.54%0.46.u+ 0.72y£0.98,) X107 GeV

e Sample the phase space of the system via Monte Carlo, following the Euclidean space

Feynamn path integral. The continuum, Minkowski space path integral is even fry current simulations

e New, preliminary results
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e Only parameters are an input coupling and three (or four) light quark masses. a pion plus leptons, called K13 decays
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e Gluon self-interactions yields a very non-linear system.
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*  Separates measurements into expensive parts, with small statistical errors after a

few measurements, and inexpensive parts, where many measurements are needed.

e From (A, @, II), . use molecular dynamics to move to (A, @, IT).

ni
e Then do Monte Carlo accept/reject * These improvements make measurements ~ 10x faster than a year ago.

e Rational Hybrid Monte Carlo of Clark and Kennedy approximates *  This particular method takes substantial computer memory O(100 TBytes)

Challenges and Prospects

*  No checkpointing is done, so computer must work reliabilty for duration of job

M 1/2 b — 4+ i 695 d . .
— | @0 M+ 3 *  Our smaller volume simulation takes 6 days on 1 rack of BGQ . . . o o _ o _ _ .
k=1 & e Simulations are just beginning for the more difficult case of K -> 7t decays with the pions in an isospin O final
*  Our larger volume simulations take 6 hours on 32 BGQ racks at 1 PFlops. state. This process includes disconnected diagrams, which are much noisier
*  Use multimass Krylov space solver (CG) to do all poles at once *  This speed-up was accomplished through the work of Hantao Yin at Columbia. 7_‘_0
e Boyle has developed a Heirarchically Deflated Conjugate Gradient (HDCG) to mark- 0
start rajectory 2 edly decrease the memory footprint, since eigenvectors are not needed, while also K

needing fewer iterations to converge. Production level testing is currently underway
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e HDCG or other linear solver improvements could be very helpful for these measurements

* Simulations with a smaller underlying lattice spacing pose problems with the rate of sampling of the path integral
phase space. Greg McGlynn at Columbia has made some progress on this important question.




