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NUCLEI project teams of nuclear theorists, applied mathematicians 
and computer scientists have developed large-scale computational 
codes to study the atomic nucleus using ab initio methods at DOE’s 
Leadership Computing Facilities.  
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MFDn 
Many Fermion Dynamics – nuclear 
260,000 cores/simulation, 1 nucleus @ largest model space 
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AGFMC  
Argonne Green’s Function Monte Carlo 
131,072 cores/simulation, single trial wave function 

NUCCOR-j  
Nuclear Coupled-Cluster Oak Ridge – j-coupled 
100,000 cores/simulation, 1 nucleus for all model spaces 
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These applications coupled with computing power at these facilities 
enable unprecedented first-principles studies of nuclei and the forces 
that hold them together.  

To continue to push scientific frontiers in low-energy nuclear physics, 
NUCLEI application teams with diverse scientific backgrounds are 
addressing the challenges created by the considerable change in 
computing architectures.  
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What is the nuclear structure of 14C that  
leads to its anomalously long half-life? 
Members of the NUCLEI collaboration were awarded 30 million core-hours 
on Jaguar XT5 through the 2008 OLCF Early Science program.  Using 
MFDn, they made the first microscopic nuclear structure calculations to 
show the necessity for 3-nucleon forces in nuclear models and solve the 
puzzle of the long half-life of 14C.    (

Ab initio reaction calculations for 12C 
Reliable fundamental calculations of neutrino and electron 
reactions with 12C are critical input for neutrino detector calibration, 
supernova simulations, and other scattering experiments at JLab.  
NUCLEI members were chosen as one of the 2012 ALCF Early 
Science projects and awarded 110 Million core-hours on Mira to 
conduct detailed ab initio reaction studies of 12C using AGFMC.   
Studies include the second 0+ (Hoyle) state which is the doorway 
for triple-alpha burning and essential for the production of carbon 
and other elements necessary for life. This state has resisted 
precise calculation by shell-model based methods; AGFMC which 
uses more flexible variational wave functions and propagation is 
positioned to overcome these difficulties. 

AGFMC propagates a trial wave function in imaginary time and 
filters out unwanted excited state contamination to get the desired 
exact eigenfunction of the Hamiltonian used in the propagation. 
Propagation is done on a collection of Monte Carlo samples used 
to compute integrals of the many-body wave function.  The 
propagation is broken into many small time steps and done 
iteratively.  At each time step a sample may be discarded 
because it has evolved to something negligible, or it may be 
replicated because it has evolved to making a large contribution.  
Thus the number of samples fluctuates during the calculation, and 
load balancing is crucial. Fortran90, Asynchronous Dynamic Load 
Balancing (ADLB) library, MPI, OpenMP. 

MFDn solves the nuclear many-body problem through 
diagonalization of a large, sparse Hamiltonian matrix.  It 
evaluates and stores the sparse symmetric many-body 
Hamiltonian matrix. We employ a Lanczos iteration scheme 
with reorthonormalization of vectors at each iteration. A low-
lying set of eigenvalues and eigenvectors is obtained and used 
to evaluate observables for comparison with experiment.  
Fortran90, MPI, OpenMP, MPI-IO. 

For medium mass nuclei, the coupled-cluster approach is the only 
microscopic method presently available. The core code, NUCCOR, 
iteratively solves for the cluster amplitudes of the coupled, non-linear 
algebraic CCSD (coupled-cluster with single and double excitations) 
equations that arise from application of an exponentiated cluster 
excitation operator onto a reference many-body wave-function.  The 
NUCCOR code suite includes  the triples correction (CCSD (T)) for 
greater accuracy, the equation-of-motion formalism (EOM) for static 
reaction calculations, coupling to the continuum to address resonant 
and weakly bound states, and the effects of three-nucleon forces.  
Fortran90, MPI, BLAS/LAPACK. 
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Leadership-class computing resources 
NUCLEI project members have been awarded allocations at DOE’s Leadership Computing Facilities through the 
INCITE program since 2008.  These computing resources are crucial to scientific discovery in low-energy nuclear 
physics, both experiment and theory.   
 
 
 
 
Close collaboration between nuclear 
physicists, applied mathematicians, 
and computer scientists enable 
NUCLEI research to effectively 
utilize high-performance computing 
resources.   
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State-of-the-art predictions for the shell 
evolution of neutron-rich calcium isotopes 

Magic numbers, where nuclei exhibit enhanced stability, are modified from 
conventional shell model theory in neutron-rich nuclei.  NUCLEI members 
use NUCCOR-j, with recent improvements to include effects of three-
nucleon forces (NN+3NFeff) and coupling to the continuum, and Jaguar 
XK6 at the OLCF to show how neutron-rich calcium isotopes evolve.  
Where data is available, results show good agreement with experiment 
and predict 54Ca to exhibit only a weak sub-shell closure, not magic, as 
previously disputed by other theoretical results.(
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Along with the new challenges created by recent and future changes in computing architectures, NUCLEI 
members are actively addressing computational challenges to push the scientific frontiers, including: 

• Million way parallelism 
• Hierarchical parallelism (MPI, node, instruction)  
• Load balancing at large scale 
• Fault tolerance 
• Algorithms to minimize data movement 
• Parallel I/O 

• Eigensolvers and non-linear solvers 
• Model validation 
• Uncertainty quantification 
• Multiresolution analysis 

The changing landscape 
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NUCLEI project teams of nuclear theorists, applied mathematicians 
and computer scientists have developed large-scale computational 
codes to study the atomic nucleus using ab initio methods at DOE’s 
Leadership Computing Facilities.  
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MFDn 
Many Fermion Dynamics – nuclear 
260,000 cores/simulation, 1 nucleus @ largest model space 
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AGFMC  
Argonne Green’s Function Monte Carlo 
131,072 cores/simulation, single trial wave function 

NUCCOR-j  
Nuclear Coupled-Cluster Oak Ridge – j-coupled 
100,000 cores/simulation, 1 nucleus for all model spaces 
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These applications coupled with computing power at these facilities 
enable unprecedented first-principles studies of nuclei and the forces 
that hold them together.  

To continue to push scientific frontiers in low-energy nuclear physics, 
NUCLEI application teams with diverse scientific backgrounds are 
addressing the challenges created by the considerable change in 
computing architectures.  
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What is the nuclear structure of 14C that  
leads to its anomalously long half-life? 
Members of the NUCLEI collaboration were awarded 30 million core-hours 
on Jaguar XT5 through the 2008 OLCF Early Science program.  Using 
MFDn, they made the first microscopic nuclear structure calculations to 
show the necessity for 3-nucleon forces in nuclear models and solve the 
puzzle of the long half-life of 14C.    (

Ab initio reaction calculations for 12C 
Reliable fundamental calculations of neutrino and electron 
reactions with 12C are critical input for neutrino detector calibration, 
supernova simulations, and other scattering experiments at JLab.  
NUCLEI members were chosen as one of the 2012 ALCF Early 
Science projects and awarded 110 Million core-hours on Mira to 
conduct detailed ab initio reaction studies of 12C using AGFMC.   
Studies include the second 0+ (Hoyle) state which is the doorway 
for triple-alpha burning and essential for the production of carbon 
and other elements necessary for life. This state has resisted 
precise calculation by shell-model based methods; AGFMC which 
uses more flexible variational wave functions and propagation is 
positioned to overcome these difficulties. 

AGFMC propagates a trial wave function in imaginary time and 
filters out unwanted excited state contamination to get the desired 
exact eigenfunction of the Hamiltonian used in the propagation. 
Propagation is done on a collection of Monte Carlo samples used 
to compute integrals of the many-body wave function.  The 
propagation is broken into many small time steps and done 
iteratively.  At each time step a sample may be discarded 
because it has evolved to something negligible, or it may be 
replicated because it has evolved to making a large contribution.  
Thus the number of samples fluctuates during the calculation, and 
load balancing is crucial. Fortran90, Asynchronous Dynamic Load 
Balancing (ADLB) library, MPI, OpenMP. 

MFDn solves the nuclear many-body problem through 
diagonalization of a large, sparse Hamiltonian matrix.  It 
evaluates and stores the sparse symmetric many-body 
Hamiltonian matrix. We employ a Lanczos iteration scheme 
with reorthonormalization of vectors at each iteration. A low-
lying set of eigenvalues and eigenvectors is obtained and used 
to evaluate observables for comparison with experiment.  
Fortran90, MPI, OpenMP, MPI-IO. 

For medium mass nuclei, the coupled-cluster approach is the only 
microscopic method presently available. The core code, NUCCOR, 
iteratively solves for the cluster amplitudes of the coupled, non-linear 
algebraic CCSD (coupled-cluster with single and double excitations) 
equations that arise from application of an exponentiated cluster 
excitation operator onto a reference many-body wave-function.  The 
NUCCOR code suite includes  the triples correction (CCSD (T)) for 
greater accuracy, the equation-of-motion formalism (EOM) for static 
reaction calculations, coupling to the continuum to address resonant 
and weakly bound states, and the effects of three-nucleon forces.  
Fortran90, MPI, BLAS/LAPACK. 
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Leadership-class computing resources 
NUCLEI project members have been awarded allocations at DOE’s Leadership Computing Facilities through the 
INCITE program since 2008.  These computing resources are crucial to scientific discovery in low-energy nuclear 
physics, both experiment and theory.   
 
 
 
 
Close collaboration between nuclear 
physicists, applied mathematicians, 
and computer scientists enable 
NUCLEI research to effectively 
utilize high-performance computing 
resources.   
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State-of-the-art predictions for the shell 
evolution of neutron-rich calcium isotopes 

Magic numbers, where nuclei exhibit enhanced stability, are modified from 
conventional shell model theory in neutron-rich nuclei.  NUCLEI members 
use NUCCOR-j, with recent improvements to include effects of three-
nucleon forces (NN+3NFeff) and coupling to the continuum, and Jaguar 
XK6 at the OLCF to show how neutron-rich calcium isotopes evolve.  
Where data is available, results show good agreement with experiment 
and predict 54Ca to exhibit only a weak sub-shell closure, not magic, as 
previously disputed by other theoretical results.(
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K%#^'0+l( ( T=0''YK%<D'"K( 9"0<'+( U0'(
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!"#$%&U&;"KUD(0'9'0'K<'[(((
V<;@A!(\'Z;'X.(,].(F7YF](157,74(

AQ:O!( <UD<%DU&;"K+( "9( &='( K( S(�( +<U&&'0;KJ(
+="X+( <UD<%DU&'*( *'K+;&P( 10'*( *"&+4( ;K(
'd<'DD'K&( UJ0''#'K&(X;&=( 'd$'0;#'K&UD( *U&U(
1+"D;*(<%0Z'4l(

Along with the new challenges created by recent and future changes in computing architectures, NUCLEI 
members are actively addressing computational challenges to push the scientific frontiers, including: 

• Million way parallelism 
• Hierarchical parallelism (MPI, node, instruction)  
• Load balancing at large scale 
• Fault tolerance 
• Algorithms to minimize data movement 
• Parallel I/O 

• Eigensolvers and non-linear solvers 
• Model validation 
• Uncertainty quantification 
• Multiresolution analysis 

The changing landscape 
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NUCLEI Awards / Recognition 2013

Gaute Hagen: DOE early career award
   “State of the art microscopic calculations of weak processes in nuclei”

Hai Ah Nam: showcased in 
DOE Women@Energy feature 

Stefano Gandolfi: IUPAP 
Young Scientist Prize 

Alessandro Lovato: PhD thesis award
“ab-initio calculations of nuclear matter 
properties”







Path Integral Studies of 
Structure and Dynamics in Nuclear Physics

  Basic Structure of the calculations
  QMC at very large scales
  Ground and low-lying states
  Form Factors and EW transitions
  Inclusive Scattering and Response
  Summary and Outlook



 0 = exp [�H⌧ ]  T

Basic Idea: project specific low-lying states from
            initial guess (or source)

Use Feynman path integrals to compute propagator

exp [�H⌧ ] =
Y

exp[�H�⌧ ]

where the high-T (short-time) propagator can
be calculated explicitly.

Applications:   condensed matter (Helium, electronic systems, ...
                     nuclear physics (light nuclei, neutron matter,...)
                     atomic physics (cold atoms,...)



Algorithm:

  Branching random walk in 3A (36 for 12C) dimensions
  Asynchronous Dynamic Load Balancing (ADLB)
  
  Each step moves 12 particles and updates
 2A ⇥ (

A

Z
) complex amplitudes (2 GB for 12C gs)

significant linear algebra for each step
tuned by physicists and math/CS staff at ANL

Similar branching random walk with linear algebra
used in condensed matter physics (lattice calculations)

See current INT program on QMC for non-relativistic systems:
 http://int.phys.washington.edu/PROGRAMS/current.html



MIRA – ARGONNE’S IBM BLUE GENE Q

• 48 racks of nodes
• 1024 nodes per rack: 49,152 nodes
• 16 Gbytes memory per node: 768 Tbytes
• 16 cores per node: 786,432 cores
• 4 threads per core: 3,145,728 threads
• 1.6 GHz clock; 4 multiply-add per cycle
• 12.8 GFLOP/core: 205 GFLOP per node,

10 PFLOP
• 5-D torus network: 1.8 GByte/s bandwidth

• 19.6 Pbytes (22⇥1015) disk
Filesystem 1K-blocks ...
/dev/mira-fs0 20406463365120 ...

• 240 Gbyte/sec bandwidth
• 80 watt/node: 3.9 Mwatt for nodes
• 2.5 GFLOP per watt
• water cooled - 20–30 gpm per rack:

1,000 gpm for nodes

1/3 of Mira – one row (16 racks) of three

Advancing from Blue Gene P to Blue Gene Q
ADVANCING FROM THE IBM BG/P TO THE BG/Q

• ADLB under UNEDF resulted in code working well on BG/P:
– 2 Gbytes and 4 cores (each one thread) per node
– 12C(0+) needs 2 Gbytes so OpenMP used for the 4 cores (threads)
– ADLB gives excellent scaling to 32,768 nodes

• BG/Q offers new possibilities and challenges
– 16 Gbytes, 16 cores (each 4 threads) per node
– 48 ⇥ 1024 nodes
– 12C(0+): 8 ranks/node (8 threads each) or 4, 2, or 1 (64 threads)
– Other 12C states need much more memory/rank (T=1: 14 Gbytes)

• Early Science grant gave access to machine as it was still being installed
– One must be patient!

• Conversion went very well
– ADLB performance even better on BG/Q with no modifications!
– OpenMP scales well to more threads



ADLB (Asynchronous Dynamic Load Balancing)
§ Large-­‐scale	
  load-­‐balancing	
  is	
  provided	
  to	
  GFMC	
  by	
  the	
  

Asynchronous	
  Dynamic	
  Load	
  Balancing	
  (ADLB)	
  library.
§ ADLB	
  is	
  a	
  library	
  that	
  implements	
  a	
  scalable	
  version	
  of	
  the	
  

venerable	
  master/slave	
  parallel	
  programming	
  model	
  for	
  load	
  
balancing.

§ There	
  is	
  no	
  master	
  process;	
  rather,	
  a	
  subset	
  of	
  applicaFon	
  
processes	
  in	
  constant	
  communicaFon	
  with	
  one	
  another	
  is	
  used	
  
to	
  manage	
  a	
  shared	
  pool	
  of	
  work	
  units.

§ ApplicaFon	
  processes	
  create	
  and	
  put	
  	
  work	
  units	
  into	
  this	
  pool	
  
and	
  get	
  and	
  process	
  work	
  units	
  from	
  this	
  pool.

§ SophisFcated	
  (i.e.	
  complicated)	
  process-­‐load	
  balancing,	
  
memory-­‐usage	
  load	
  balancing,	
  and	
  message-­‐traffic	
  load	
  
balancing	
  algorithms	
  are	
  used	
  to	
  achieve	
  scalability	
  without	
  
burdening	
  the	
  applicaFon	
  programmer.

§ ADLB	
  uses	
  MPI	
  and	
  is	
  also	
  compaFble	
  with	
  other	
  MPI	
  usage	
  by	
  
the	
  applicaFon.

§ ADLB	
  is	
  parFcularly	
  applicable	
  when	
  work	
  units	
  do	
  liMle	
  
communicaFon	
  with	
  one	
  another	
  and	
  are	
  of	
  widely	
  varying	
  size	
  
and	
  computaFonal	
  complexity.

§ ADLB	
  is	
  also	
  used	
  as	
  the	
  execuFon	
  engine	
  for	
  the	
  parallel	
  
scripFng	
  language	
  SwiP.

§ ADLB	
  is	
  available	
  for	
  downloading	
  hMp://www.cs.mtsu.edu/
~rbutler/adlb	
  .	
  	
  It	
  includes	
  documentaFon	
  and	
  example	
  codes.

ADLB library: overview

• Nodes are organized in servers and 
slaves; in standard GFMC calculations 
approximately 3% of the nodes are ADLB 
servers. 

• Once a work package has been processed by a slave, a “response 
package” may be sent to the slave that put the work package in the queue.

6

have to be computed. Since the evaluation of the sum rules of the 12C for a single value of q

takes of about 100 seconds (with 32 OMP threads), we decided to split the calculation in such

a way that each ADLB slave calculates the sum rules for a single value of q.

Figure 1. Automatic Dynamic Load Balancing work flow.

• subroutine o_em_wk

Let us concentrate on a particular ADLB energy slave, managing a single configuration.

It enters o_em_wk and immediately puts into the work pool the part of work package

independent on q

call ADLB_Begin_batch_put (rwp%cfl,respon_wp_len_common,ierr)

where rwp%cfl indicates the beginning of the work package, respon_wp_len_common

denotes its size and ierr will get a return code.

Afterwards, the q dependent parts of the work packages are placed in the work pool for

each of the ∼ 60 cases.

call ADLB_PUT(rwp%qh,respon_wp_len_var,-1,myid, adlbwp_respon,i_prior,ierr)

• A shared work queue, managed by the servers, is accessed by the slaves 
that either put work units, denoted as “work packages” in it or get those work 
packages out to work on them. 
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OpenMP Strong Scaling: BG/Q (MIRA)
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12C(1+;T=1) − GFMC+ADLB - BG/Q
Strong scaling versus OpenMP threads

Combination of ADLB/MPI  and OpenMP working very well



ADLB/ GFMC weak scaling

256 1,024 4,096 16,384 65,536 262,1440

10
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40

Number of MPI ranks
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m

e 
(m

in
ut

es
) Actual

Ideal

12C − GFMC+ADLB − BG/Q
Weak scaling, 2 configs/rank

6 (now 8) threads per core >2 M threads total!

Future developments: use of new MPI-3 features
for shared memory and remote memory access

Experiments find best hybrid configurations 4 MPI ranks per 
node and 16 threads per rank



12C CONVERGENCE AS A FUNCTION OF IMAGINARY TIME (⌧ )
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)

g.s.; Corr 1
g.s.; Corr 2
2nd 0+; Corr 1
2nd 0+; Corr 2

3×4He

12C

12C(0+)
GFMC with AV18+IL7

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

2.5

3.0

3.5

τ (MeV-1)

〈r
p2 〉

1/
2   

(fm
)

12C − 0+ states − AV18+IL7 − RMS r(p) − 16 Jun 2011

g.s.; 6-state corr 18
g.s.; O: 4+5 state

2nd 0+; corr 4+2 G2
2nd 0+; corr 6+5 P2

g.s. energy 2nd 0+ E⇤

VMC GFMC Expt. VMC GFMC Expt.

AV18 –44.9(2) –73.2(5) 10.0(3) 7.9(6)

AV18+IL7 –65.7(2) –93.3(4) –92.16 14.7(2) 10.4(5) 7.65

Energy RMS radius

Ground and Hoyle State

0+ excited state near triple-alpha threshhold
postulated by Fred Hoyle to explain nuclear abundances
Pieper, Wiringa, Carlson, Lusk, 



12C Electromagnetic Form Factor
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Results - Longitudinal form factor

• Experimental data are well 
reproduced by theory over 
the whole range of 
momentum transfers;

• Two-body terms become 
appreciable only for q > 3 
fm−1, where they interfere 
destructively with the one-
body contributions bringing 
theory into closer 
agreement with experiment.

Monday, June 24, 13

Small role for two-nucleon currents
Excellent agreement with data

Lovato, Gandolfi, Butler,
Carlson, Lusk, Pieper, Schiavilla

arXiv:1305.6959



12C(G.S.) ! 12C(0+
2 ) ftr FORM FACTOR
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12C − M(E0) − AV18+IL7 − one-way orthog. - fpt(k) -  9 May 2013

ΨT O + P2
GFMC O + G2
GFMC 18 + P2
GFMC O + P2
Experiment
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• Data from M. Chernykh et al., Phys. Rev. Lett. 105, 022501 (2010)

• Right panel [ftr(k)/k2] proportional to M(E0) at k = 0

• Large errors at small k due to large Monte Carlo errors

• Can get better value at k = 0 by computing
R

drr2r2⇢tr(r)

• Results with best 0+
2 wave function in good agreement with data

Ground State - Hoyle State
Transition form factor



Superallowed Beta Decay in A=10
10C! 10B FERMI BETA DECAY

CIB terms �C

VMC GFMC

AV18 + IL7; Cluster  T :
Coulomb .00122(5) .00157(43)
All E&M .00133(5) .00216(24)
Coulomb + Strong .00142(6) .00273(23)
Full CIB .00274(4) .00412(24)

AV18 + IL7; S.M.  T :
Full CIB .00168(4) .00329(16)

AV8’, no Vijk; S.M.  T :
Full CIB .00172(6) .00282(23)

Following have only Coulomb

Towner & Hardy a) .0017

W. Satula, et al. b) .0065(14)
“Expt.” b) .0037(15)

a) Phys. Rev. C. 77, 025501 (2008); b) Phys. Rev. C 86, 054316 (2012)

Full E&M terms (model independent) increase Coulomb-only �C by ⇠40%
Full E&M + strong CIB terms more than double �C

Used to test CVC
and examine
unitarity of the
CKM matrix

Fundamental Symmetries

Pieper and Wiringa



Electromagnetic Response in 12C
The electromagnetic inclusive cross section of the process

Electromagnetic response

2

I. DESCRIPTION OF SCIENCE

The electroweak response is a fundamental ingredient to describe the neutrino - 12Carbon

scattering, recently measured by the MiniBooNE collaboration to calibrate the detector aimed

at studying neutrino oscillations. As a first step towards its calculation, we have computed

the sum rules for the electromagnetic response of 12C. The cross section of the process

e+12 C → e′ +X . (1)

can be written in Born approximation as [1]

d2σ

dΩe′dEe′
= −

α2

q4
Ee′

Ee

LµνW
µν , (2)

where α # 1/137 is the fine structure constant, dΩe′ is the differential solid angle specified by

ke′ and q = ke − ke′ is the four momentum transfer of the process. The leptonic tensor Lµν is

fully determined by the measured kinematical variables of the electron, while all information on

target structure, which is largely dictated by nuclear interactions, is enclosed in the hadronic

tensor

W µν =
∑

X

〈Ψ0|J
µ|ΨX〉〈ΨX |J

ν |Ψ0〉δ
(4)(p0 + q − pX) . (3)

The sum over the final states includes an integral over pX , the spatial momentum of the final

hadronic state, while p0 is the initial four-momentum of the nucleus.

In the nonrelativistic approach, the hadronic tensor can be written in terms of the longitu-

dinal and transverse response functions, with respect to the direction of the three-momentum

transfer q. For instance, taking q along the z-axis, the transverse response is defined by [2]

Rxx+yy(q,ω) =
∑

X

δ(ω + E0 − EX)
[

〈Ψ0|j
x(q,ω)|ΨX〉〈ΨX |j

x(q,ω)|Ψ0〉+

〈Ψ0|j
y(q,ω)|ΨX〉〈ΨX|j

y(q,ω)|Ψ0〉
]

(4)

while the longitudinal is given by

R00(q,ω) =
∑

X

δ(ω + E0 − EX)〈Ψ0|ρ(q,ω)|ΨX〉〈ΨX |ρ(q,ω)|Ψ0〉 (5)

The sum rules are obtained integrating the response functions over the energy transfer and

using the completeness relation of the states |X〉. For Rxx+yy and R00 one has

Sxx+yy(q) ≡

∫

dωRxx+yy(q,ω) = 〈Ψ0|j
x(q,ωel)j

x(q,ωel) + jy(q,ωel)j
y(q,ωel)|Ψ0〉

S00(q) ≡

∫

dωR00(q,ω) = 〈Ψ0|ρ(q,ωel)ρ(q,ωel)|Ψ0〉 , (6)

where the target final state is undetected, can be written in the Born 
approximation as

d2�

d⌦e0dEe0
= �↵2

q4
Ee0

Ee
Lµ⌫W

µ⌫ ,

Hadronic tensor

e0

e 12C

X

Wµ⌫ =
X

X

h 0|Jµ| Xih X |J⌫ | 0i�(4)(p0 + q � pX)

Leptonic tensor

Lµ⌫ = 2[kµk
0
⌫ + k⌫k

0
µ � gµ⌫(kk

0)]

q

It contains all the information on target structure.
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duce large effects in combination with ground-state
wave functions calculated including the short-range n-p
correlations. As most previous calculations were based
on independent-particle-type wave functions, the small-
ness of the resulting MEC contributions is thus under-
stood. To verify this point further, Carlson et al. have
repeated their calculation using the same operators, but
with a Fermi-gas wave function. Instead of an enhance-
ment factor of 1.47 coming from MEC at !q !
=600 MeV/c, they find a factor of 1.06 only, i.e., an eight
times smaller MEC effect.

The results of Carlson et al. also show, somewhat sur-
prisingly, that the MEC contribution is large at low mo-
mentum transfer. It decreases toward the larger Q2, in
agreement with the expectation that at very large Q2 it
falls "Sargsian, 2001# like Q−4 relative to quasielastic
scattering.

From the above discussion it becomes clear that the
Euclidean response, despite inherent drawbacks, is a
valuable quantity. Since the final continuum state does
not have to be treated explicitly, calculations of much
higher quality can be performed than for the response,
and the role of two-body currents can be treated quan-
titatively. Comparison between data and calculation has
shown in particular that for a successful prediction of
MEC, correlated wave functions for the ground state are
needed; such wave functions today are available up to
A$12 and for A=!. Unfortunately, the usage of the
Euclidean response for the time being is restricted to a
regime in which relativistic effects are not too large,
such that they can be included as corrections.

X. L ÕT SEPARATION AND COULOMB SUM RULE

In the impulse approximation, and when neglecting
the "small# contribution from nucleonic convection cur-
rents, the longitudinal and transverse response functions
RL and RT contain the same information and have the
same size. This has sometimes been called scaling of the
zeroth kind "see Sec. VII#. It was realized early on, how-
ever, that the transverse response receives significant
contributions from meson exchange currents and " ex-
citation "which are of a largely transverse nature#. It is
therefore clear that there is a high premium on separat-
ing the L and T responses, both because the L response
is easier to interpret and because of the additional infor-
mation contained in the T response.

The separation of the L and T responses is performed
using the Rosenbluth technique, which is justified only
in the single-photon exchange approximation. The cross
section, divided by a number of kinematical factors

d#

d$d%

&

#Mott

!q!4

Q4 = &RL"!q!,%# +
!q!2

2Q2RT"!q!,%# = ' ,

"65#

is a linear function of the virtual photon polarization

& = %1 +
2!q!2

Q2 tan2(

2
&−1

"66#

with q "Q# being the 3- "4-# momentum transfer and &
varying from 0 to 1 for scattering angles ( between 180°
and 0°. The slope of the linear function yields RL and
the intercept at &=0 yields RT. Figure 30 shows an early
example for an L /T separation, and demonstrates the
excess observed for the transverse strength.

While conceptually very straightforward, this L/T
separation is difficult in practice. It involves data taking
at the same !q!, but varying &, i.e., varying beam energy.
For an accurate separation of RL and RT, obviously the
largest possible range in &, hence beam energy, is re-
quired. As data are usually not taken at constant !q!, but
at a given beam energy and variable energy loss, obtain-
ing the responses at constant !q! involves interpolations
of the data. We show in Fig. 31 two examples for a
Rosenbluth separation, performed on the low- and
large-% side of the quasielastic peak, which also illus-
trate the importance of the forward angle "high-energy#
data for the determination of RL, i.e., the slope of the fit.

The Rosenbluth technique is applicable in the plane-
wave Born approximation, and fails once Coulomb dis-
tortion of the electron waves is present. Neglect of dis-
tortion is justified for the lightest nuclei alone, and only
if RT is not much bigger "or much smaller# than RL.
When one of the two contributions gets too small, even
minor corrections due to Coulomb distortion can have
large effects. At large !q!, for instance, even the determi-
nation of the proton charge form factor via the Rosen-
bluth technique is significantly affected by Coulomb cor-
rections "Arrington and Sick, 2004#. In order to extract
RL and RT in the presence of Coulomb distortion, the
data must first be corrected for these effects; this is dis-
cussed in Sec. XI.

Here we concentrate on the discussion of the longitu-

FIG. 30. Longitudinal "lower data set# and transverse re-
sponses of 12C "Finn et al., 1984#, plotted in terms of the scaling
function F"y#.
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Results - Longitudinal sum rule

• SL vanishes quadratically 
at small momentum transfer.

• The one-body sum rule in
the large q limit differs from 
unity because of relativistic 
correction and convection 
term.

• Satisfactory agreement with 
the experimental values, 
including tail contributions.

• No significant quenching of 
longitudinal strength is observed

No evidence for in-medium 
modifications of the nucleon 
electromagnetic form factors.

Monday, June 24, 13

Longitudinal Sum Rule

new Jlab experiment soon, also neutrino experiments
again small role for two-nucleon currents

SL(q) = h0| ⇢†(q) ⇢(q) |0i



Results - Transverse sum rule

•Divergent behavior at small 
q due to the normalization 
factor CT.

• Large two-body 
contribution, most likely 
from the quasi-elastic 
region, needed for a better 
agreement with 
experimental data.

• Comparison with 
experimental data made 
difficult by the     peak. �
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Transverse Sum Rule

Two-nucleon currents contribute ~ 50% enhancement
  Jlab experiments, neutrino experiments
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Neutrino/Anti-neutrino Scattering
5 response functions

Neutral current sum rules for Li
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Beyond Sum Rules:
Real-time response

R(q,!) = h0| j†(q) |fihf | j(q) |0i �(w � (Ef � E0))

R(q,!) = h0| j†(q) exp[i!t] j(q) |0i

R(q, ⌧) = h0| j†(q) exp[�H⌧ ] j(q) |0i
Imaginary-time correlator (Euclidean Response)

duce large effects in combination with ground-state
wave functions calculated including the short-range n-p
correlations. As most previous calculations were based
on independent-particle-type wave functions, the small-
ness of the resulting MEC contributions is thus under-
stood. To verify this point further, Carlson et al. have
repeated their calculation using the same operators, but
with a Fermi-gas wave function. Instead of an enhance-
ment factor of 1.47 coming from MEC at !q !
=600 MeV/c, they find a factor of 1.06 only, i.e., an eight
times smaller MEC effect.

The results of Carlson et al. also show, somewhat sur-
prisingly, that the MEC contribution is large at low mo-
mentum transfer. It decreases toward the larger Q2, in
agreement with the expectation that at very large Q2 it
falls "Sargsian, 2001# like Q−4 relative to quasielastic
scattering.

From the above discussion it becomes clear that the
Euclidean response, despite inherent drawbacks, is a
valuable quantity. Since the final continuum state does
not have to be treated explicitly, calculations of much
higher quality can be performed than for the response,
and the role of two-body currents can be treated quan-
titatively. Comparison between data and calculation has
shown in particular that for a successful prediction of
MEC, correlated wave functions for the ground state are
needed; such wave functions today are available up to
A$12 and for A=!. Unfortunately, the usage of the
Euclidean response for the time being is restricted to a
regime in which relativistic effects are not too large,
such that they can be included as corrections.

X. L ÕT SEPARATION AND COULOMB SUM RULE

In the impulse approximation, and when neglecting
the "small# contribution from nucleonic convection cur-
rents, the longitudinal and transverse response functions
RL and RT contain the same information and have the
same size. This has sometimes been called scaling of the
zeroth kind "see Sec. VII#. It was realized early on, how-
ever, that the transverse response receives significant
contributions from meson exchange currents and " ex-
citation "which are of a largely transverse nature#. It is
therefore clear that there is a high premium on separat-
ing the L and T responses, both because the L response
is easier to interpret and because of the additional infor-
mation contained in the T response.

The separation of the L and T responses is performed
using the Rosenbluth technique, which is justified only
in the single-photon exchange approximation. The cross
section, divided by a number of kinematical factors

d#

d$d%

&

#Mott

!q!4

Q4 = &RL"!q!,%# +
!q!2

2Q2RT"!q!,%# = ' ,

"65#

is a linear function of the virtual photon polarization

& = %1 +
2!q!2

Q2 tan2(

2
&−1

"66#

with q "Q# being the 3- "4-# momentum transfer and &
varying from 0 to 1 for scattering angles ( between 180°
and 0°. The slope of the linear function yields RL and
the intercept at &=0 yields RT. Figure 30 shows an early
example for an L /T separation, and demonstrates the
excess observed for the transverse strength.

While conceptually very straightforward, this L/T
separation is difficult in practice. It involves data taking
at the same !q!, but varying &, i.e., varying beam energy.
For an accurate separation of RL and RT, obviously the
largest possible range in &, hence beam energy, is re-
quired. As data are usually not taken at constant !q!, but
at a given beam energy and variable energy loss, obtain-
ing the responses at constant !q! involves interpolations
of the data. We show in Fig. 31 two examples for a
Rosenbluth separation, performed on the low- and
large-% side of the quasielastic peak, which also illus-
trate the importance of the forward angle "high-energy#
data for the determination of RL, i.e., the slope of the fit.

The Rosenbluth technique is applicable in the plane-
wave Born approximation, and fails once Coulomb dis-
tortion of the electron waves is present. Neglect of dis-
tortion is justified for the lightest nuclei alone, and only
if RT is not much bigger "or much smaller# than RL.
When one of the two contributions gets too small, even
minor corrections due to Coulomb distortion can have
large effects. At large !q!, for instance, even the determi-
nation of the proton charge form factor via the Rosen-
bluth technique is significantly affected by Coulomb cor-
rections "Arrington and Sick, 2004#. In order to extract
RL and RT in the presence of Coulomb distortion, the
data must first be corrected for these effects; this is dis-
cussed in Sec. XI.

Here we concentrate on the discussion of the longitu-

FIG. 30. Longitudinal "lower data set# and transverse re-
sponses of 12C "Finn et al., 1984#, plotted in terms of the scaling
function F"y#.
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Challenge:
Extract as much information as possible 
from imaginary-time matrix elements
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example from cold atom physics - unitary Fermi gas
Include analytic constraints, work with Higdon and others



please see two NUCLEI posters:
     Alessandro Lovato - QMC math/CS and physics
     Hai Ah Nam - diverse projects in NUCLEI
               and ties to SciDAC institutes

Great progress in Quantum Monte Carlo in nuclear physics : 
lattice approaches, 
neutron matter/drops, 
EM transitions and response

Working closely with math/CS and SciDAC institutes:
SUPER, QUEST, FASTMATH

Many collaborations across 
methods ( CI, CC, ...) and physics 
areas (nuclei, cold atoms, condensed matter).

Conclusions

Scientific Discovery in NUCLEI through Collaboration 
H. Nam1, H. M. Aktulga7, G. Fann1, G. Hagen1, D. Higdon5, Q. Liu1, P. Maris4, J. McDonnell6, W. Nazarewicz2,1, E. Ng7, N. Schunck6, J. P. Vary4, S. Wild3, C. Yang7 

1)   Oak Ridge National Laboratory, Oak Ridge, TN 37831      2)   Department of Physics and Astronomy, University of Tennessee, Knoxville, TN 37996  
3)   Mathematics & Computer Science Div., Argonne National Laboratory, Argonne, IL 60439       4)   Department of Physics and Astronomy, Iowa State University, Ames, IA 50011        

5)   Los Alamos National Laboratory, Los Alamos NM 87545     6)   Lawrence Livermore National Laboratory, Livermore, CA 94550     7)   Lawrence Berkeley National Laboratory, Berkeley, CA 94720 

The strong force can be systematically derived as a series of pion-exchanges. 
In the past decade very precise models of the strong force resulted from this 
procedure. In these models, the computationally expensive three-nucleon 
forces are believed to  play a smaller but pivotal role in the description of 
nuclei and nuclear matter. 

Streamlining the nuclear force with  Uncertainty quantification with  

Computing at leadership-class with 

Density functional theory (DFT) has proven useful for describing the ground 
state properties of nuclei across the nuclear chart.  To explore unknown 
nuclei, such as neutron-rich and super-heavy nuclei, we must quantify the 
reliability of our predictions.  

To continue to push scientific frontiers in low-energy nuclear physics, 
NUCLEI application teams with diverse scientific backgrounds are 
addressing the challenges created by the considerable change in computing 
architectures. Close collaboration between nuclear physicists, applied 
mathematicians, and computer scientists enable NUCLEI researchers to 
effectively utilize high-performance computing resources.   

A microscopic description of nuclear structure and nuclear reactions that retains predictive power and carries quantified uncertainties is vital for  
the future development of nuclear energy and nuclear security and in industrial and medical applications that use stable or radioactive isotopes. This work highlights NUCLEI’s close 

collaborations between domain scientists, applied mathematicians, and computer scientists to enable these complex calculations on leadership-class computing systems. 

Leadership-class computing resources 
NUCLEI project members have been awarded allocations at DOE’s Leadership Computing Facilities through the 
INCITE program since 2008.  These computing resources are crucial to scientific discovery in low-energy nuclear 
physics, both experiment and theory.   
 
 
 
 
 
 
 
 
 
 
 
 
 

Allocation and utilization at the OLCF the ALCF during CY 2008 – 2012 and allocation for 2013.  

� The derivative-free, nonlinear least squares solver POUNDERS in TAO was 
used to systematically optimize potentials from chiral effective field theory at 
next-to-next-to leading order in the phase-shift analysis based solely on two-
nucleon forces.  

� The optimization of the low-energy constants of the new interaction NNLOopt 
yields a chi2/datum of about one for laboratory scattering energies below 125 
MeV. The new interaction yields very good agreement with experiment for 
binding energies and radii for A=3,4 nuclei. 

� Massively parallel sensitivity analysis performed to guide nuclear structure 
modeling. 

The ground-state energies of oxygen isotopes 
computed in the coupled cluster method  with the 
NNLOopt  interaction obtained in this work and the 
previous interaction   N3LOEM compared with 
experiment.  The inset shows the first 2+ state in 
selected calcium isotopes. 

An optimized chiral nucleon-nucleon interaction at next-to-next-to-leading order, A. Ekström, G. Baardsen, C. Forssén, G. Hagen, M. 
Hjorth-Jensen, G. R. Jansen, R. Machleidt, W. Nazarewicz, T. Papenbrock, J. Sarich, S. M. Wild, Phys. Rev. Lett. 110, 192502 (2013). 
 

Scalable eigensolver for MFDn from  

Scaling I/O with  

� Drastically reduced communication overheads through 
communication hiding and topology-aware mapping. 

� Significant speed-ups over earlier version of MFDn  
(up to 6x on 18,000 cores) 

� Almost perfect strong scaling up to 260,000 cores on Jaguar 

Topology-aware mapping of processes to the physical processors becomes 
more important as the gap between computational power and bandwidth 
widens. Communication groups are optimized through a column-major 
ordering of processes on the triangular grid. 

Topology-Aware Mappings for Large-Scale Eigenvalue Problems, H.M. Aktulga, C. Yang, P. Maris, J.P. Vary, E.G. Ng, Euro-Par 2012 
Conference. 
Improving the Scalability of a Symmetric Iterative Eigensolver for Multi-core Platforms, H.M. Aktulga, C. Yang, E.G. Ng, P. Maris, J.P. 
Vary, CCP&E, accepted for publication. 

Topology-aware 
mapping 

3D torus MFDn communication 
graph 

Tackling complex topologies with  

� MADNESS is a scalable and adaptive 
computational tool to describe many-body 
nuclear and atomic problems involving 
complex geometries within the superfluid 
density functional theory. 

� MADNESS uses high-order adaptive 
spectral approximations with an Object-
Oriented solver environment to reduce 
simulation uncertainties and numerical 
errors. 

� MADNESS enables rigorous 
computational predictive modeling in 
complex physical systems in large and 
asymmetric domains. 

The local 3-D pairing density for a HFB cold-
fermion simulation computed by MADNESS-
HFB is shown.  The transversal oscillations of 
the pairing field are indicative of the Larkin-
Ovchinnikov phase. The simulation used a 
box of width 320 fermis.  

The Hamiltonian matrix evaluation and diagonalization code MFDn (“Many-
Fermion Dynamics – nuclear”), has been the key tool used in over 75 
publications to date, including 18 in Physical Review Letters, to solve the 
nuclear problem with the no-core shell model.  

Coordinate-space Hartree-Fock-Bogoliubov Solvers for Superfluid Fermi systems in large boxes, J. Pei, G. Fann, R. J. Harrison,  
W. Nazarewicz, J. Hill, D. Galindo, J. Jia, J. Phys. Conf. Series 402 (2012) 012035. 

The description of superfluid Fermi systems with complex topologies and 
significant spatial extend is necessary to study systems such as fissioning 
nuclei, weakly-bound nuclei, nuclear matter in the neutron star crust, and 
ultracold Fermi atoms in elongated traps.   

MADNESS-HFB solves the self-consistent Hartree-Fock-Bogoliubov 
problem in large boxes accurately in coordinate space.  It uses novel multi-
resolution analysis based adaptive pseudo-spectral techniques to enable 
fully parallel 3D calculations of very large systems. 

An isosurface of the 45th quasiparticle 
wavefunction for an ASLDA DFT simulation is 
shown, with six levels of multiresolution 
support structure.  For a given precision, each 
wave functions is expanded in the 
multiwavelet basis with an oct-tree structure 
for the union of the supports of the 
multiwavelets. The multiresolution geometry 
adapts to include only the support with 
significant wavelet contributions during the 
course of computation. Cubes with trivial 
contributions to the computation are deleted. 

The largest runs of MFDn use more than 250,000 
cores and 4 hours of wall-clock time on Jaguar/Titan. 
MFDn was used on Jaguar to solve for a speculative 
nucleus, 14F, which was later confirmed 
experimentally, and also resolved the puzzle of the 
anomalous long lifetime of the 14C. 
 

MFDn requires an efficient and scalable iterative 
solver for extreme scale eigenvalue problems arising 
in nuclear physics.  Collaborations with members of 
FASTMATH have resulted in:  

Collaborators in NUCLEI and SUPER revisited these models and 
used state-of-the-art optimization methods to construct a high-
precision potential. They showed that key aspects of atomic nuclei, 
such as the enhanced binding of “magic” nuclei, might be 
understood with two-nucleon forces alone. The new model requires 
less computational resources than the previous models.   

We couple Bayesian model calibration with large-scale computing to understand the propagation of error in our models.  Bayesian Model 
Calibration uses an ensemble of model runs and a Gaussian Process model to emulate the DFT model’s output at untried input parameter 
settings.  With this “emulator,” the resulting posterior distribution for the DFT parameters is estimated with Markov Chain Monte Carlo.  
 

Resulting parameter uncertainty can be propagated to estimate the uncertainty for our predictions of masses across the table of isotopes, 
including new isotopes measured at Argonne National Laboratory or at the future FRIB.  Sensitivity analyses can help determine the 
expected reduction in parameter uncertainty that would be produced by the information from new experiments.  This provides an important 
guide for experimental campaigns to strategically target the measurements that will most refine our models and our understanding.   

Predictions for Neutron-Rich Isotopes 200 Sets of Coupling Constants  Posterior parameter uncertainties 

simulations 
UNEDF1 y 

± 1.65 ʍi 
--- --- 

90% uncertainty 

Working closely with SDAV members, we integrate the Adaptable 
IO System (ADIOS) framework from the SDAV toolkit into HFODD, 
a nuclear DFT application, to manage I/O from tens of thousands of 
files generated during a single simulation.  ADIOS enables a 
flexible interface to manage data that may be written, read, or 
processed outside of the running simulation.     

HFODD solves self-consistently a system of coupled nonlinear integro-differential 
equations to characterize nuclei with no assumption of symmetry.  It should scale weakly  
as we increase the number of cores with the number of nuclear configurations under 
study.  At large scale, the performance suffers due to I/O.  ADIOS will address the 
performance degradation and is the first step toward workflow integration.   
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DFT is the tool of choice to study  
complex decay modes of heavy  
elements such as nuclear fission.  
Simulation I/O, data management and  
workflow are significant challenges in  
the context of the large multi- 
dimensional potential energy surfaces  
needed to simulate fission. 

CC calculations of
neutron-rich nuclei

(Hagen, Papenbrock)


