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Emergent Needs for Infrastructure Strategy

Create, deploy, configure and
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Approach

Logical/Mapping Layer
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Computation to Fit

Compute environment that automatically scales to fit the evolving
need of application or community over a federation of resources

Application-specific qualities:

.., workload queALiEn, : — .
PBS, AMIQP, and others o PN Response time
bank account, ete. a ./-_L\\ ﬁ 180 s
( L ( NIMBUS
Lifecycle = D o _tan T 3 T
states { D \-.I:I ‘:E"-,ZO _l . J- 6 é
E % r / § 100 [} 5 £
E e 2 o .
\ ./; openstack ; 50 | I m 3 §
create, = ] ) g |‘ ‘ I I i
manage, p é 40 1 b E
=z
destroy LT 20 1
.) D =71 Eucalyptus o ag 48 B4 ' 0
_D o Concurrent users
. D /"'l s Response time (static) s Besponse time (static + dynamic)
\‘ D - Number of cloud Instances
\ /| FiEiamazon
L Y web
N~ )
\_./‘;\
Response time of a CyberGIS application
Scaling based on system and application factors as a result of scaling (ScienceCloud 2014)

Paper: “Infrastructure Outsourcing in Multi-Cloud Environment”, Cloud Services and Federation 2012
Paper: “Rebalancing in a Multi-Cloud Environment”, ScienceCloud 2013
Paper: “A Cloud Computing Approach to On-Demand and Scalable CyberGIS Analytics”, ScienceCloud 2014
... and others at www.nimbusproject.org
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Storage to Fit

Storage that automatically scales to fit the evolving application needs
both in terms of size and type (performance).

400 : .
VM Instance . Llsteg
| xpecte
350 Allocated —=—
m&'l' ---------------------------------------------------------------- T
o 250
S
w 200 b
] e g
0 150 | wanT ,
100 | CIPES Y g
S'D ’ i1l
{] 1 1 L 1 1 1 1
0 1000 2000 3000 4000 5000 6000 7000 8000
Time (s)
Adaptive storage scaling system Predictive storage scaling for K-means (IPDPS 2014)

Paper: Bursting the Cloud Data Bubble: Towards Transparent Storage Elasticity in laaS Clouds, IPDPS 2014
Paper: Transparent Throughput Elasticity for Cloud Storage using Guest-side Block-level Caching, UCC 2014
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Network to Fit

Network that tells me how far it can scale to feed the resources |
acquire and how to best use them.
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Comparison of compute rates resulting

from different streaming scenarios

Collaboration with "Next Generation Workload and Analysis System for Big Data"

Paper: Evaluating Streaming Strategies for Event Processing across Infrastructure Clouds, CCGrid 2014
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A Fitting Data Center

 How does a scientific data center need to be organized to support
such programmable resources?

e Defining and interleaving different types of leases to optimize both
provider’s and user’s objectives

* Exploring efficient techniques to implement lease semantics

"occupation Pre-copy Post-copy Pre + Post-copy
y=0D
AL TMT (seconds) 13.9 14.6 9.5
Data Transferred (MB) 2086 2070 2077
| Pre-copy x 2 (501Mbps)  ======- Post-copy x 2 (498Mbps) = Pre + Post-copy (709Mbps)
| 1 Migration Start Pre-copy End - === Post-copy End

el Z2@2Z20909090Z%zZzZws Pre + Post-copy End

Defining and interleaving various types of leases Exploring efficient techniques to implement lease semantics
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FRIEDA — Focus This Year

friedarun tool

Automation based on
requirements and
characteristics

Elastic and adaptive

Storage and Data Lifecycle
Management in Cloud
Environments with FRIEDA,
Springer, 2014
Performance and Energy Efficiency
of Big Data Applications in Cloud "
Environments: A Hadoop Case

Study,

Consider alternate
deployment models

NGNS PI Meeting, IRMO DFoyRLT: NLD://Pres#s. mes.anl.gov/irmo/



Collaboration with ATLAS

e Collaboration with LBNL team (Beate Heinemann,
Mike Hance and Sourabh Dube )

— Science: Why is the Higgs mass so low?

— Using FRIEDA to manage their computation and
data on Amazon Web Services Grant



FRIEDA-State: Provenance tracking

How do we capture state that allows reconstruction of events from transient resources?
Challenges — event sequencing and data collection
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Scalable State Management for Scientific Applications in the Cloud, IEEE Big

Data, 2014
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Multi-Site Data Placement

How do we manage data across multiple sites (e.g. across experiment site and computational

facility)?

Data distribution
node

FC - FRIEDA controller
FM - FRIEDA master
FW - FRIEDA worker




Scaling and Storage and Data Management

e External: Impact of data arrival rates on storage
provisioning mechanisms

e Application Execution: correlation of |/O load with
scaling and data management strategies

e Auto-scaling: impact on storage and data-management

Move data off
Provisioning
Execute
application

Initial trials Provision and FRIEDA Actions
with Phantom Setup storage
Setup data
Auto-Scaling Setup
application



Future Work

* Programmable platforms

— To what extent can we define them? What technology
is missing? How will the underlying infrastructure
have to change? What information/models need to be
exposed to the user? How do we do it efficiently?

e Dynamic shaping/scaling

— What are the best methods to scale/adapt
programmable platforms automatically?

e Sharing and incentives

— How do | need to organize/manage resources to
support efficient sharing? What cost models are
best/fair? Sharing vs redundancy vs energy
management?
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