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Integrated Data Ecosystem 
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Earth System Grid Federation 
§  ESGF is a coordinated multiagency, international collaboration of institutions that continually 

develop, deploy, and maintain software needed to facilitate and empower the study of climate  
§  ESGF climate data holdings and growing (40+) 
§  120 core ESGF developers and more than 70 ESGF  

 nodes in 30+ countries 
§  ESGF distributed data archival and retrieval system 
§  ESGF provides data quality control processing 
§  New ESGF technologies developed and deployed by  

 LLNL and our partners 
•  Automated publication 
•  Security 
•  Versioning and replication 
•  Automated quality control (QC) 
•  Tracking and feedback notification 
•  User interface development 
•  Data transfer (WGET, BDM, GridFTP, Globus, BeStMan) 
•  DAP services (THREDDS Data Servers [TDS], OPeNDAP) 
•  Installation 
•  Dashboard (system monitor service) 
•  Improve use ability 
•  Computing hardware 
•  Local and remote analysis (over 40 core developers) 
•  Diagnostics and metrics and exploratory and analysis visualization 
•  Workflow and provenance capture 
•  International Climate Network Working Group (ICNWG) 
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§  Publishing data to an ESGF portal 
performs QC Level 1 (QCL1) check 
ü  QCL1 data are visible to users and 

are identified as QCL1 on the UI 
§  DKRZ (MPI) quality control code is 

run on data to perform QC Level 2 
(QCL2) check 
ü  QCL2 data are visible to users and 

are identified as QCL2 on the UI 
§  Visual inspections are performed 

for inconsistencies and metadata 
correctness at QC Level 3 (QCL3) 
check 
ü  QCL3 data are visible to users and 

are identified as QCL3 on the UI 
ü  Digital Object Identifiers (DOIs) are 

given to data sets that pass the 
QCL3 check 

ESGF provides data quality control processing 

3-Layer 
Quality 
Assurance 
Concept 
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§  NetCDF Climate and Forecast (CF) Metadata 
Convention  
ü  LibCF, Mosaic 

§  Climate Model Output Rewriter 2 (CMOR-2)  
§  Regridders: GRIDSPEC, SCRIP, and ESMF 
§  Publishing 
§  Search and Discovery 
§  Replication and Transport 

ü  GridFTP, OPeNDAP, DML, Globus, 
BeSTMan (HPSS) 

ü  Networks 
§  Data Reference Syntax (DRS) 
§  Earth System Documentation (ES-DOC) 
§  Quality Control 

ü  QC Level 1, QC Level 2, QC Level 3, Digital 
Object Identifiers (DOIs) 

§  Websites and Web Portal Development 
ü  Data, Metadata, Journal Publication 

Application 
§  Notifications, Monitoring, Metrics 
§  Security 
§  Product Services 

ESGF software system integration data federation services (i.e., data 
services) 
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New ESGF browser  
and desktop clients  
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UV-CDAT big 
data access and 
displays 

7!

§  Client analysis tool 
access 

§  Thick and smart client 
analysis tool 

§  Seamlessly integrate 
of new components 
and packages into the 
framework 

§  Quickly explore 
massive amounts of 
data in unique ways to 
form new hypotheses 
and verify simulation 
data against 
observational data  
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International Climate Network Working Group (ICNWG) 
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Accelerated Climate Modeling for Energy (ACME) End-to-
end workflow and data infrastructure architecture 

Run Model!

Diagnostics!
&!

Analysis!

Science Input!

Data Management!

Science Input

DOE Accelerated Climate Modeling 
for Energy (ACME) Testbed

Diagnostics
Generation

Run ESMBuild 
ESM

Output
Data

Diagnotics 
Output

Configure 
ESM Case 

or Ensemble

Name 
List 
Files

Input 
Data 
Sets

Initialization 
Files

Exploratory & 
Explanatory Analysis 

Web UI

Configuration UI + 
Rule engine to 

guide valid configs 

Machine 
Config

ACME Database 
Enables Search/Discovery,  Automated Reproducibility, Workflow Status, 

Monitoring Dashboard, Data Archive and Sharing 

- Configuration
Information 

(Store and/or Retrieve)

- Build status 

- ESM 
run status 

- Diagnostics
Status

Exploratory 
Analysis

Archive to 
Storage

Model 
Source
(svn/git)

Analysis (UV-CDAT)

Simulation Manager & Provenance
AKUNA + ProvEn

Configuration
Status

- Retrieve required 
Datasets 

- Store manually 
provided files

- Store 
history files

- Store diagnostic 
data

Data Archive
ESGF

-Analysis 
"snap shot"

Monitoring &  Provenance 
Dataflow (Simulation Manager)

Dataset Dataflow ESGF

User Driven Interaction

Automated Workflow
Process Control

Process level Dataflow

Legend

Single sign on and group management: Globus Nexus

System 
Monitoring 

UI

Rapid, reliable, secure data transport and synchronization: Globus Online

UV-CDAT & Dakota

Manually 
Provided 

File(s)

Uncertainty
Quantification

Explanatory 
Analysis
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Data discovery and workflows 
§  http://esgf.org 
§  http://uv-cdat.org 

4th Annual Earth System Grid Federation and Ultrascale Visualization Climate Data 
Analysis Tools Face-to-Face Conference will be December 9-11 in Livermore, California  

§  http://pcmdi9.llnl.gov 
§  http://icnwg.llnl.gov 

§  http://aims.llnl.gov 
§  http://climate.llnl.gov 
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