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With high-stakes decisions being made based on HPC application outputs, and with HPC platforms
themselves becoming more complex and heterogeneous, cybersecurity concerns for HPC increasingly re-
semble those for general digital devices and networks. This represents both a challenge and an opportunity
to develop effective cybersecurity approaches compatible with the performance and scale that define HPC.
Many of the issues inherent in this problem have strong parallels to techniques developed for other domains,
and research should leverage these similarities when possible.

One salient problem area involves detecting and preventing corruption in scientific computations. Main-
taining resilience to the increased frequency of accidental hardware faults at extreme scale is already a
priority for HPC, and this investment can likely be leveraged to foster resilience to cyber attacks as well.
Containment through sandboxing is one promising approach for a flexible and performant HPC design that
is securable against internal and external compromise [2]. Sandboxes allow safe and authorized access to
the HPC system or between its partitions through gateways, without restriction on the architecture or per-
formance internally. Formal verification can help establish fundamental reliability and security properties
of sandboxes and ensure that programs and data are accessed safely and remain uncorrupted. While it is
unlikely that HPC applications will be formally verified as a whole, critical library functions like internet
access protocols and I/O can be verified for safety requirements without loss of performance.

Beyond the elements that can be formally verified, in-depth resilience can guard against both glitches
and tampering via cross-checks among different, overlapping computations, which can be randomized in a
“moving target” system to increase the uncertainty and difficulty for attackers [1]. This approach, analogous
to algorithms being developed for mitigating accidental “silent errors” at extreme scale [4], can damp pertur-
bations regardless of their accidental or malicious origin, making it more difficult for an attack to have a last-
ing effect. Algorithmic error detection of this sort can also alert users or system administrators to tampering.

To determine the best choice of techniques for mitigating corruption in any particular application, we
should develop methods for balancing tradeoffs among overhead costs, security requirements, and potential
benefits, taking into account the knowledge and goals of potential attackers for a given system design. Ad-
versarial modeling with techniques such as game theory can help determine the effect of HPC security and
resilience decisions on attacker behavior and optimize these tradeoffs between security and performance;
imposing and quantifying attacker uncertainty can be an important element in this optimization. Similar de-
cisions may need to be made even when users have no explicit ill intent but their actions out of self-interest
threaten security and reliability due to misaligned incentives.

Furthermore, both the security techniques themselves and the meta-evaluation of the system rely on data
for training, validation, and verification. One issue that arises is how to deal with the vast quantities of data
that these systems can generate. Here, methods from data sciences and machine learning (such as auto-
mated feature selection [5]) will be important in identifying what part of this heavy stream of data is useful.
However, while the analysis of such data is both necessary and valuable, it also creates another vector for
adversarial manipulation. As an example, consider a spam filter and an attacker wishing to slip spam by
unmarked. A successful attack might target the integrity of the filter itself, poisoning the filter by influenc-
ing the data it uses to retrain itself until the filter becomes ineffective. Among research efforts that relax the
assumption of correct data, common approaches include assuming the data has quantifiable uncertainty or
that it requires some cleaning to remove corrupted or erroneous data points. There are also domains such
as robust optimization [3] where this data uncertainty is treated adversarially. Analogously, while not all



output of a potentially compromised HPC system can be taken at face value, we propose that with suitable
design principles the needed computational results can be robustly inferred.
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