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Information Access and Synthesis

Most of the data today is unstructured 
– books, newspaper articles, journal publications, reports, 

transcribed audio streams, images, and video streams. 

How to deal with the huge amount of unstructured data?

This is a collection of problems that everyone cares about:
– Natural Scientists, social scientists, humanity scholars, engineers
– Analysts of different sorts
– All agencies
– First responders
– Business planning and intelligence

A Natural Language Perspective
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Information Access and Synthesis

Multiple Names—same entity?Different Names—same entity?

Different References—same entity?
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Information Access and Synthesis

Integrate Databases?

Impossible—BUT can you WORK 
as if you have all the information? 

Does it mean that….

Almost—Natural Language 
Understanding (in context)
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Information Access and Synthesis

Can we integrate knowledge from 
TEXT with knowledge from IMAGES?
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Information Access and Synthesis

Most of the data today is unstructured 
– books, newspaper articles, journal publications, reports, images, 

and audio and video streams. 

How to deal with the huge amount of unstructured data as if it was 
organized in a database with a known schema.
– how to locate, organize, access and analyze unstructured data.

Research Program:
develop the theories, algorithms, and tools for analysts to 
– Intelligently access a variety of data formats and models
– integrate them with existing resources
– transform raw data into useful and understandable information.
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A view on Open Information Extraction

(and distinguish from other candidates)

Given: 
– A long contract that you need to ACCEPT

Determine: D
– Does it satisfy the 3 conditions that you really 

care about? 

ACCEPT?
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Determine if Jim Carpenter works for the 
government

Jim Carpenter works for the U.S. Government.
The American government employed Jim Carpenter.
Jim Carpenter was fired by the US Government.
Jim Carpenter worked in a number of important 

positions.  ….  As a press liaison for the IRS, he 
made contacts in the white house.

Russian interior minister Yevgeny Topolov met 
yesterday with his US counterpart, Jim Carpenter.

Former US Secretary of Defense Jim Carpenter spoke 
today…

topic—intelligence 

Needs: 
Relations and Semantic Classes, NOT keywords 
Exhaustive recovery of information needs
Abstract over variability in natural language 
Integrate over large collections of text and DBs
Track entities, events, etc.

Standard techniques 
cannot deal with the 
variability of expressing 
meaning
nor with the 
ambiguity of interpretation

Large Scale Understanding: Massive & Deep 
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This Talk                    

Describe a few key NLP and IE 
problems and sketch our solutions
Can’t be comprehensive nor deep 

Natural Language Processing is hard…
– Not sufficient to do something; need to 

do it well, use common benchmarks and quantify performance.

I will point to several state-of-the-art systems
– all are publicly available for research purposes
– Demo & Software page of MIAS & the Cognitive Computation Group

Know about it & Use it – many have.
– Recent customers: VACCINE

Technical Approach 
Problems & Solutions 

– Semantic Role Labeling
– NER
– Reference & Co-reference 
– Textual Entailment
– Events
– Multilingual
– Trust
– Text & Images
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Machine Learning + Inference based NLP

Modeling and learning algorithms for different phenomena
– Classification models
– Structured models
– Supervised as well as semi-supervised and unsupervised models
– Study of adaptation of modes to new domain

Inference as a way to introduce domain & task specific 
constraints
– Using constrained optimization 
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Extracting Relations via Semantic Analysis

This level of analysis, however, 
cannot abstract over the inherent 
variability in expressing the relations. 
Kill and Explode can be expressed in 
many different ways. 

Screen shot from a CCG demo 
http://L2R.cs.uiuc.edu/~cogcomp

– Semantic parsing reveals  several 
relations in the sentence along with 
their arguments. 

Top system in the CoNLL 
Shared Task Competition 

2005

http://l2r.cs.uiuc.edu/~cogcomp
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Extended Semantic Role Labeling
Standard Semantic Role 
Labeling is defined in 
terms of verbs only.

Who did what to whom, why, where, when…

Jim Carpenter works for the U.S. Government.
Jim Carpenter, the Dept. of State spokesperson, was 

seen in Mexico City on Wednesday
Jim Carpenter of the US Department of State said today 

that ….
Russian interior minister Yevgeny Topolov met yesterday 

with his US counterpart, Jim Carpenter.
Jim Carpenter’s employment with the American 

government … 

Task:
Generalize SRL to support more linguistic phenomena
Joint inference across these tasks
Address variability of training data across domains: 

essential given no unified resources for all phenomena

Prepositions, commas, 
nominalizations and possessives
also express relations.
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Identify 
Organizations
Locations
People
Quantities & Temporal 
(+reasoning)
…

Main algorithmic questions:
Representing Entities
Exploiting non-local information.
Injecting world knowledge.

Named Entity Recognition.

Key contribution
Best system available today. 
[Ratinov & Roth, CoNLL-08]
Uses Wikipedia to augment 
entities lists and statistics 

Other resources possible
Uses unlabeled text
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Document 1: The Justice Department has officially ended its inquiry into the assassinations 
of John F. Kennedy and Martin Luther King Jr., finding ``no persuasive evidence'' to 
support conspiracy theories, according to department documents. The House Assassinations 
Committee concluded in 1978 that Kennedy was ``probably'' assassinated as the result of a 
conspiracy involving a second gunman, a finding that broke from the Warren Commission 's 
belief that Lee Harvey Oswald acted alone in Dallas on Nov. 22, 1963.

Document 2: In 1953, Massachusetts Sen. John F. Kennedy married Jacqueline Lee 
Bouvier in Newport, R.I. In 1960, Democratic presidential candidate John F. Kennedy
confronted the issue of his Roman Catholic faith by telling a Protestant group in Houston, ``I 
do not speak for my church on public matters, and the church does not speak for me.'‘

Document 3: David Kennedy was born in Leicester, England in 1959. …Kennedy co-
edited The New Poetry (Bloodaxe Books 1993), and is the author of New Relations: The 
Refashioning Of British Poetry 1980-1994 (Seren 1996).

Kennedy

The Reference Problem

The same problem exists with 
other types of entities 

[Li, Morie, Roth, NAACL’04, AAAI’04, AI Magazine’05]

http://images.google.com/imgres?imgurl=www.uawlocal571.org/images/jfk.gif&imgrefurl=http://www.uawlocal571.org/jfk.htm&h=246&w=205&sz=47&tbnid=udvk7UtQ4f8J:&tbnh=104&tbnw=87&start=6&prev=/images%3Fq%3DJohn%2BF.%2BKennedy%26hl%3Dzh-CN%26lr%3D%26ie%3DUTF-8%26oe%3DUTF-8
http://images.google.com/imgres?imgurl=www.cnn.com/US/9801/01/kennedy.obit.update/link.david.kennedy.jpg&imgrefurl=http://www.cnn.com/US/9801/01/kennedy.obit.update/&h=164&w=187&sz=9&tbnid=tFkxd4dOLfUJ:&tbnh=85&tbnw=96&start=1&prev=/images%3Fq%3DDavid%2BKennedy%26hl%3Dzh-CN%26lr%3D%26ie%3DUTF-8%26oe%3DUTF-8
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Wikification: Linking Entities to Wikipedia

Context sensitive disambiguation of entities 
and concepts
Mapping to an authority file (here: Wikipedia)
Key question: what entities/concepts to link?

Current evaluation focuses on blogs data
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Cross-document Co-reference: Dutch=Oranje?

Regi Blinker played three matches 
for Oranje. The left winger started 
his pro carreer at Feyenoord and 
played 400 official matches for 

Feyenoord, Celtic and Sparta. He 
retired from football in 2003. 

Where is he now?

Key Application: 
entity tracking
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An American official announced that American
President Bill Clinton met his Russian
counterpart, Vladimir Putin, today. The president
said that Russia was a great country.

The Problem:
identify phrases that refer to 
entities and cluster them 
according to those entities.

Best system available today.
(Bengston & Roth, EMNLP’08)

The Solution:
A Classification based pairwise model 
Followed by a decoding (inference) step with a single constraint, 
A thorough feature engineering

Coref classifier takes two mentions as input and produces their link score.

Details:

We allow each mention to be linked to at most one previous mention,
while maximizing the sum of linked scores.

is Boolean {0,1},
indicating link

Co-reference Resolution  (Within Documents)

Current work:
Integrating within and across   
document co-ref
Incorporating background knowledge      
into co-ref
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Recognizing Textual Entailment

Alternate formulation of Natural Language Understanding
Instead of mapping text to a canonical (FOL) representation, answer 
a different question: 
– Given two text fragments, does the meaning of one fragment follow from 

the meaning of the other? E.g.

Is it true that…?

Eyeing the huge market 
potential, currently led by 
Google, Yahoo took over 
search company 
Overture Services Inc. last year

Yahoo acquired Overture⊆
Overture is a search company
Google is a search  company

……….
Google owns Overture
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Application: Discovering Sensitive Information

Recent work: Integrating Entailment and Search 
Need: Exhaustive extraction of information need       

Open-ended information need

– First Stage: use enhanced Information Retrieval 
techniques to return K most relevant text spans –
Semantic Search (SR)

– Multiple NLP technologies support richer indexing
– Index a range of semantic units (Named Entities, 

Phrasal Verbs, Multi-word expressions…)
– Use specialized (Named Entity, phrasal verb, 

distributional) similarity measures to build multiple 
IR indexes, and expand query

Second Stage: use Textual Entailment (TE) to 
filter results

Page 19

The best of both worlds

Smarter search,  
retaining efficiency

Selective deployment 
of Textual Entailment 
avoids blowup

3000 fold decrease in 
TE operations
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Event Recognition Tasks:
Recognizing and classifying events in texts.
De-duplicating recognized events.
Tracking events.

BBC, Nov. 6th, 2009: Thirteen people have been killed and 30 
injured in a shooting at a military base in Texas. News of the 
shooting has dominated the US media.

CNN, Nov. 6th, 2009: Major Nidal Malik Hasan, killed 13 soldiers and 
injured more than two dozen on November 5 by opening fire on 
his fellow soldiers at Fort Hood in a US military base. After 
fourteen hours, two people were killed and six were hurt in 
another mass shooting in the United States in Orlando, Florida. 
But the deadliest terror-event particular at the US military base is 
shocking for every one, belonging to any religious community.

CNN, Nov. 7th, 2009: It was Munley who arrived quickly Thursday at 
the scene of the worst massacre at an Army base in U.S. history, 
where 13 people were killed. She confronted the alleged 
gunman, Maj. Nidal Malik Hasan, and shot him four times. 
Munley was wounded in the exchange.

Collaborations:
START – Terrorism Events 
Democracy Institute: Societal Stability & 
Climate Change
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BBC, Nov. 6th, 2009: Thirteen people have been killed and 30
injured in a shooting at a military base in Texas. News of the 
shooting has dominated the US media.

CNN, Nov. 6th, 2009: Major Nidal Malik Hasan, killed 13 soldiers 
and injured more than two dozen on November 5 by opening 
fire on his fellow soldiers at Fort Hood in a US military base. 
After fourteen hours, two people were killed and six were hurt in 
another mass shooting in the United States in Orlando, Florida. 
But the deadliest terror-event particular at the US military base is 
shocking for every one, belonging to any religious community.

CNN, Nov. 7th, 2009: It was Munley who arrived quickly Thursday
at the scene of the worst massacre at an Army base in U.S. 
history, where 13 people were killed. She confronted the alleged 
gunman, Maj. Nidal Malik Hasan, and shot him four times. 
Munley was wounded in the exchange.

Entities:

Number

Date

Person

Organization

Location

Co-reference:

Technical Challenges:
Recognition of Entities 
Co-reference resolution 
Semantics of event triggers and contexts

Event Recognition
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BBC, Nov. 6th, 2009: Thirteen people have been killed and 30 
injured in a shooting at a military base in Texas. News of the 
shooting has dominated the US media.

CNN, Nov. 6th, 2009: Major Nidal Malik Hasan, killed 13 soldiers 
and injured more than two dozen on November 5 by opening 
fire on his fellow soldiers at Fort Hood in a US military base. 
After fourteen hours, two people were killed and six were hurt 
in another mass shooting in the United States in Orlando, 
Florida. But the deadliest terror-event particular at the US military 
base is shocking for every one, belonging to any religious 
community.

CNN, Nov. 7th, 2009: It was Munley who arrived quickly Thursday at 
the scene of the worst massacre at an Army base in U.S. history, 
where 13 people were killed. She confronted the alleged 
gunman, Maj. Nidal Malik Hasan, and shot him four times.
Munley was wounded in the exchange.

massacre

massacre

massacre

shooting

wound

Technical Challenges:
Recognition of Entities 
Co-reference resolution 
Semantics of event triggers and contexts

Event Recognition
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Technical Challenges:
Recognition of Entities 
Co-reference resolution 
Semantics of event triggers and contexts

Event Recognition
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Named Entity Transliteration

The process of transcribing a NE 
to a different language
Key step in 
– transferring resources across languages  
– supporting multilingual access to information

This process should capture phonetic and orthographic differences across 
the two languages
Not easy. Context sensitive; time sensitive; style/convention.

Page 24

The Supreme Court has
confirmed a narrow win 
for the centre-left opposition 
led by Romano Prodi. 

But after a meeting with his 
advisers, Berlusconi let it 
be known he was considering 
a further legal challenge. 

Премьер-министр Италии 
Берлускони отказался 
признать решение 
Верховного суда, который 
подтвердил победу 
левоцентристской коалиции 
на всеобщих выборах. 

Find Obama in the Hebrew Wikipedia

Best system available, both 
unsupervised and supervised 
English—[Russian; Hebrew; Chinese] 
(NAACL’09, CIKM’09) 
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Application: Trust in on-line information

25
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What to believe?

“A review article of the latest studies looking at red wine and 
cardiovascular health shows drinking two to three 
glasses of red wine daily is good for the heart.”

Excerpt from http://www.sciencedaily.com/

Is this information trustable?
What do others think about this information?
Is this supported by “reliable” sources?

http://www.sciencedaily.com/
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Many support groups and medical forums

27
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Trustworthiness
Given:
– Multiple content sources: websites, blogs, forums, mailing lists
– Some target relations (“facts”)

• E.g. [disease, treatments], [treatments, side-effects]
– Prior beliefs and background knowledge
We can: 
– Score trustworthiness of relations (“facts”) based on

• support across multiple (trusted) sources
• source characteristics:

– reputation, interest-group (commercial / govt. backed / public interest), 
verifiability of information (cited info)

– Rate databases/sources as more/less trustworthy based on the 
verifiability scores of the facts in database

– Track how the trustworthiness of fact / database varies with time as 
the text corpus grows over time
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US President George W. Bush (L) 
makes remarks while Secretary of 
State Colin Powell (R) listens before 
signing the US Leadership Against 
HIV /AIDS , Tuberculosis and Malaria 
Act of 2003 at the Department of 
State in Washington, DC. The five-
year plan is designed to help prevent 
and treat AIDS, especially in more 
than a dozen African and Caribbean 
nations(AFP/Luke Frazza)

German supermodel Claudia Schiffer 
gave birth to a baby boy by Caesarian 
section January 30, 2003, her 
spokeswoman said. The baby is the first 
child for both Schiffer, 32, and her 
husband, British film producer Matthew 
Vaughn, who was at her side for the birth. 
Schiffer is seen on the German television 
show 'Bet It...?!' ('Wetten Dass...?!') in 
Braunschweig, on January 26, 2002. 
(Alexandra Winkler/Reuters) 

British director Sam Mendes and 
his partner actress Kate Winslet 
arrive at the London premiere of 
'The Road to Perdition', 
September 18, 2002. The films 
stars Tom Hanks as a Chicago hit 
man who has a separate family 
life and co-stars Paul Newman 
and Jude Law. REUTERS/Dan 
Chung 

Semantic Data Enrichment: Text and Images 

The kinds of information contained in pictures 
may be very difficult to access in other ways.
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Adding Annotation  [Forsyth, Hoiem et. al]

Problem: How to tag pictures with text-like summaries 
of what is important in the picture  
– Method: Analyze relations between text and images in 

illustrated documents

Key Challenge: 
– make sensible statements about unknown objects
Strategy
– Represent objects as collections of attributes

• “Red”; “has a head”; “furry”; “has a wing” ;  “made of metal”

– Build classifiers to detect attributes
• Right bag of attributes object
• funny attributes?  say so
• Otherwise - report attributes
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• State-of-the-art recognition for   
known objects

• Accurate reports of attributes of  
unknown objects Recognition  
from text description
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• Predict ways in which   
recognized object is   
special

• I.e. extra/missing attributes
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Information Access & Synthesis [Processes & Tools]      
Focused data retrieval and integration, 
– Identify and collect relevant data from multiple sources

Semantic data enrichment, 
– Infer semantics from unstructured data and images;
– Allow navigation and search across disparate data modalities; augment  KBs 

Entity identification and relations discovery, 
– Identify real-world entities and relations among them 
– Relate them to existing institutional resources for information integration

Knowledge discovery and hypotheses generation and verification, 
– Construct the rich semantic structure and hidden networks of entity linkages

Foundations
– Machine learning, database and data mining, natural language processing, 

inference and optimization and computer vision techniques 
– Called for and driven by the aforementioned problems. 

Tools

Text 
Processing& 

Analysis

Semantic 
Analysis & 

Information 
Extraction

Information 
Integration

Machine 
Learning & 
Data Mining

Integrating 
Text & 
Images
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Example: Named Entity Recognition

Entities are inherently ambiguous (e.g. JFK can be both location and 
a person depending on the context)
– Can appear in various forms ; Can be nested.
– Using lists is not sufficient
– New entities are always being introduced

Necessary to use a Machine Learning approach: 
Significant over fitting
Adaptation to:
– New domains/corpora
– Slightly new definition of an entity 
– New languages; New  types of entities 

Need to:
– reduce the requirements on resources (training) 
– Incorporate knowledge 



35

Informally: Global decisions with learned models, in the presence of 
constraints 
Why Constraints?
– A effective way to inject expressive prior knowledge into models.

We propose mechanisms to injecting knowledge and use it to
– improve decision making 
– guide learning (e.g., semi-supervised learning)
– simplify the models we need to learn

Study learning of models that can effectively support this.
Has been shown useful in the context of many NLP problems
– SRL, Summarization; Co-reference; Information Extraction; 

Transliteration [Roth&Yih04,07; Punyakanok et.al 05,08; Chang et.al 07,08; 
Clarke&Lapata06,07; Denise&Baldrige07;Goldwasser&Roth’08; Martin,Smith&Xing’09] [See 
tutorial on my web page and ILPNLP workshop]

Constraints Conditional Models (CCMs)
aka Integer Linear Programming for NLP

Issues to attend to:
While we formulate the problem as an ILP problem, 
Inference can be done multiple ways 
– Search; sampling; dynamic programming; SAT; ILP 

The focus is on joint global inference
Learning may or may not be joint. 
– Decomposing models is often beneficial
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Formal Model

How to solve?

This is an Integer Linear Program

Solving using ILP packages gives an  
exact solution. 

Search techniques are also possible 

(Soft) constraints 
component

Weight Vector for 
“local” models

Penalty for violating
the constraint.

How far y is from 
a “legal” assignment

Subject to  constraints

A collection of Classifiers; 
Log-linear models  (HMM, 
CRF) or a combination

How to train?

How to decompose the global 
objective function?

Should we incorporate constraints 
in the learning process? 
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