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The standard model of particle physics accounts for all known experiments and 
underlies all physical phenomena.  Most particle physicists believe that it is the “low”-
energy approximation to a more exact still higher energy theory.  The central goals of 
particle physics today are to test the limits of validity of the standard model and to 
search for evidence of new physics beyond it.  Experimentalists at the LHC in Geneva 
will spend the rest of the year investigating whether the recently discovered “Higgs-like” 
particle is in fact the Higgs in its simplest form, the last undiscovered particle of the 
standard model, or whether it has different properties and is part of some more 
complicated theory not yet discovered.

Quantum Chromodynamics, or QCD, is the theory of the strong nuclear forces.  It 
explains the properties of the proton, neutron, and the other hadrons in terms of the 
underlying theory of quarks and gluons.  In most cases, QCD cannot be solved by the 
ordinary analytic techniques of quantum field theory.  By formulating QCD on a space-
time lattice, large-scale numerical simulations can be used to make predictions 
numerically.
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A new particle
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The discovery of new 
particle was announced 
at CERN in July.

Is it the “Higgs”?
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A new particle

2

The discovery of new 
particle was announced 
at CERN in July.

Is it the “Higgs”?

Many particle physicists 
hope it’s something 
more interesting!
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• Three forces (strong, weak, and electromagnetic), with coupling 
strengths:

• Six quark and six lepton masses

• Mixings among the quarks, the Cabibbo-Kobayashi-Maskawa matrix 
(2008 Nobel Prize), and (as of the last few years) among the leptons:

3

Where do these parameters come from?
Can we predict them with a more fundamental theory?





Veν1
Veν2

Veν3

Vµν1
Vµν2

Vµν3

Vτν1
Vτν2

Vτν3









Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb





αs, αw, αem

mu, md, mc, ms, mt, mb

me, mµ, mτ , mν1
, mν2

, mν3

The Standard Model
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• A mathematically consistent theory cannot be 
constructed from the currently observed particles.
• The mathematically simplest solution is the addition of a single 

new particle, the ‘’Higgs” boson.  Such a possibility leaves many 
questions about the standard model unanswered, so most 
speculations involve new physics that is much more complicated.

• Why is there more than one generation of quark?

• What is the relation between the three forces?

• How can gravity be incorporated?

• No explanation for dark matter.

• ...

The Standard Model is maddeningly successful.  It accounts for 
every particle physics experiment performed so far, sometimes to 
great precision (one part in a billion for the electron anomalous magnetic 
moment).
Why maddeningly?  It contains obvious gaps and puzzles!

The search for a more fundamental theory underlying the Standard 
Model is the central task of particle physics today.
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• ...
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every particle physics experiment performed so far, sometimes to 
great precision (one part in a billion for the electron anomalous magnetic 
moment).
Why maddeningly?  It contains obvious gaps and puzzles!

The search for a more fundamental theory underlying the Standard 
Model is the central task of particle physics today.

May not be 
true anymore. 
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The standard model is a Rube Goldberg device.

5

“Complex gadgets that perform simple tasks in indirect, convoluted ways” - Wikipedia

Unfortunately:
1)  It describes experiment perfectly.  
2)  Nothing simpler has been found.

The search for a more fundamental theory underlying the Standard 
Model is the central task of particle physics today.
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The standard model is a Rube Goldberg device.

5

“Complex gadgets that perform simple tasks in indirect, convoluted ways” - Wikipedia

Unfortunately:
1)  It describes experiment perfectly.  
2)  Nothing simpler has been found.

The search for a more fundamental theory underlying the Standard 
Model is the central task of particle physics today.

very well.
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To understand what physics lies “Beyond the Standard 
Model”, two complementary approaches:

6

• The Energy Frontier: direct search for new particles and forces.

• The LHC at CERN collides protons at 
the highest possible energies to push 
the search for direct evidences of new 
physics to the highest possible 
energies.

 

ATLAS Science

About ATLAS

Mapping the Secrets of the Universe

ATLAS is a particle physics experiment at the
Large Hadron Collider at CERN. The ATLAS
detector is searching for new discoveries in the
head-on collisions of protons of extraordinarily
high energy. ATLAS will learn about the basic
forces that have shaped our Universe since the
beginning of time and that will determine its fate.
Among the possible unknowns are the origin of
mass, extra dimensions of space, unification of
fundamental forces, and evidence for dark matter
candidates in the Universe.

What is the schedule of ATLAS?
Who are the 3000 physicists in ATLAS?
What is the LHC?
How big is ATLAS?
How much data will be recorded?
Why is there so much excitement?
Are students involved?

Wired_

Luminosity 2010-12
Max. = 7.73 · 1033

Total = 18.05 fb-1

ATLAS Store

 Press Student/TeachersHome Info Multimedia Store Blogs Links Visit ATLAS Contact Collaboration Site

The ATLAS Experiment © 2012 CERN

Like 1.4k

General News 

When music and physics collide - the CMS guitar
2012-08-29, by Piotr Traczyk

A memorable week with CMS
2012-08-27, by David Barney

New milestone - 10/fb recorded by CMS in 2012
2012-08-10, Lucas Taylor

Visit of the French Prime Minister Mr. Jean-Marc Ayrault
2012-08-04, Yves Sirois

July 4th seminar on new CMS Higgs search results
2012-07-02, Achintya Rao

CMS 2012 data already exceed 2011 sample
2012-06-18, Achintya Rao

New CMS detectors under construction at CERN
2012-05-29, Marzena Lapka

CMS public data activity scoops prize in Nairobi
2012-04-20, Lucas Taylor

Royal Society makes Jim Virdee a fellow
2012-04-20, Lucas Taylor

Physics News 

New CMS heavy ion results for Quark Matter 2012
conference
2012-08-13, by Lucas Taylor

Paper submitted: Observation of a new boson at a mass of
125 GeV
2012-08-07, by Lucas Taylor

Jets at CMS and the determination of their energy scale
2012-07-09, Henning Kirschenmann

The search for microscopic black holes, as of March 2012
2012-05-07, Alexey Ferapontov

Measurement of the underlying event in the Drell-Yan
process in proton-proton collisions at sqrt(s) = 7 TeV
2012-05-02, Achintya Rao

Observation of a new Xi_b^*0 beauty particle
2012-04-27, Lucas Taylor

Search for anomalous ttbar production in the highly-boosted
all-hadronic final state
2012-04-11, Achintya Rao

In the Media 

Higgs and the holy grail of physics
2012-07-06, CNN

Physicists Find Elusive Particle Seen as
Key to Universe
2012-07-05, New York Times

Higgs boson-like particle discovery
claimed at LHC
2012-07-04, BBC World News

LHC gets first glimpse of excited
baryon
2012-05-01, NewScientist

Large Hadron Collider Discovers
Beautiful New Particle
2012-04-30, Forbes Magazine

New "beauty baryon" particle
discovered at world's largest atom
smasher
2012-04-30, CBS News

CERN discovers new particle
2012-04-30, TG Daily

CERN Particle Accelerator Reveals
Previously Unknown Particle
2012-04-29, RedOrbit

New Particle Discovered with 'Higgs
Boson' Machine
2012-04-29, The Atlantic Wire

CMS Discovers New Xi Baryon !
2012-04-27, Tommaso Dorigo, Science 2.0

see more

CERN › CMS Experiment

CMS Physics
Results

Physicists analyze LHC
collision data recorded by
the CMS detector and
make all the research
results freely available

Introducing CMS
Observation of a New Particle
with a Mass of 125 GeV

About the Higgs Boson

Observation of a new beauty
particle

CMS Physics Results

CMS Particle Detector

About CMS

• The Intensity Frontier: search for small, indirect effects of new 
physics in interactions of known particles.

• Heavy flavor factories at CERN, KEK, Fermilab, 
and elsewhere are pouring (or will pour) out huge 
amounts of high precision data to pin down the 
CKM matrix elements.

The New Muon g-2 Experiment at
Fermilab

Home  |  g-2 Collaboration  |  Internal  |  Contact   

The convolution of the magnetic field with the muon distribution must be known to
0.1 ppm. An NMR trolley maps the field in the storage region without breaking
vacuum.

The goal of the E-989 muon g-2 experiment is:

To measure the muon anomalous magnetic moment to 0.14 ppm, a fourfold
improvement over the previous Brookhaven E821 experiment. The muon anomaly is a
fundamental quantity, which can be precisely measured and accurately computed
within the Standard Model and a comparison of experiment to theory is a sensitive test
of the completeness of the theory. The current comparison to the accepted theory
shows a deviation of more than 3 standard deviations, which might be an indication of
New Physics beyond the Standard Model. We will use the Fermilab beam complex to
prepare a custom muon beam that will be injected into the relocated muon storage
ring. Our goal is a factor of 20 increase in statistics and a significant reduction in
systematic uncertainties compared to the BNL experiment. 

Latest News

Jan 2010:

Muon g-2 has Stage I
Approval!

May 2010: The final proposal submitted to
DOE

Nov 2009: Full cost review performed and
submitted to the PAC and their response .

March 2009: The initial proposal for a new
muon g-2 experiment was submitted to the
March 2009 PAC, and was met with a very
positive response.

Related Sites

Muon g-2 Twiki

Muon g-2 at BNL

Fermilab

Legal Notices

Belle II Internal

KEK

SuperKEKB

 

 

 

 

 

 

 

Navigation bar Home Activities How to Join Detector

AdministrationCollaboration

日本語一般向けページ

Hot topics

KEK Flavor Factory Workshop 2013 (Mar. 12-14, 2013, KEK, Japan)
the 7th Belle PAC (Mar. 10-11, 2013, KEK, Japan)
the 61th Belle General Meeting (Mar. 8-9, 2013, KEK, Japan)
the 14th Open Meeting of the Belle II Collaboration (Mar. 4-7, 2013, KEK,
Japan)
the 60th Belle General Meeting (Nov. 16-17, 2012, KEK, Japan)
the 13th Open Meeting of the Belle II Collaboration (Nov. 12-15, 2012, KEK,
Japan)
Belle II Pacific Network and Computing Requirements (Oct. 17-18, 2012,
PNNL, USA) New !
Belle II Focused Review (Oct. 1-2, 2012, KEK, Japan)
2nd Joint Belle II PXD and SVD Workshop (Sep. 24-26, 2012, Göttingen,
Germany) New !
the 59th Belle General Meeting (Jul. 27-28, Bad Aibling, Germany)
the 12th Open Meeting of the Belle II Collaboration (Jul. 22-25, 2012, Bad
Aibling, Germany)
PXD DAQ and Belle II Trigger Workshop (Jul. 17-20, 2012, Bayrischzell,
Germany)
6th Belle II Computing/Software Workshop (June 26-28, 2012, Prague, Czech
Republic)
10th International Workshop on DEPFET Detectors and Applications (June 17-
20, 2012, Kloster Seeon, Germany)
BAS (Belle Analysis School) (May 9-11, 2012, KEK, Japan)
Questions and Answers on Super B Factory

Past hot topics JFY2009, JFY2010, JFY2011

Conference Calendar 2012
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The theory of the strong interactions is quantum 
chromodynamics (QCD), the theory of quarks and gluons.  
Quarks and gluons cannot be directly observed because 
the forces of QCD are strongly interacting.
    Quarks are permanently confined inside hadrons, even 
though they behave as almost free particles at 
asymptotically high energies.
“Asymptotic freedom”, Gross, Politzer, and Wilczek, Nobel Prize, 2004.

March 17, 2005 CKM 2005 - Workshop on the Unitarity Triangle

b

4

“Most” of the time,  details of b quark wavefunction 
are unimportant - only averaged properties (i.e.       ) 
matter “Fermi motion”

Theorists love inclusive decays ...
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Decay:  short distance (calculable)
Hadronization:  long distance 
(nonperturbative) - but at leading order, 
long and short distances are cleanly 
separated and probability to hadronize is 
unity

... the basic theoretical tools are more than a decade old 

Lattice QCD is used to 
determine the properties of 
quarks and gluons from the 
observed properties of 
hadrons.

B→πlν 
semileptonic 
decay

= {π, K, ...}

Determine Vub from B➞πlν.

Lattice gauge theory in the SciDAC-1, -2 eras
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11. CKM quark-mixing matrix 1

11. THE CKM QUARK-MIXING MATRIX
Revised February 2010 by A. Ceccucci (CERN), Z. Ligeti (LBNL), and Y. Sakai (KEK).

11.1. Introduction
The masses and mixings of quarks have a common origin in the Standard Model (SM).

They arise from the Yukawa interactions with the Higgs condensate,

LY = −Y d
ij QI

Li φ dI
Rj − Y u

ij QI
Li ε φ∗uI

Rj + h.c., (11.1)

where Y u,d are 3× 3 complex matrices, φ is the Higgs field, i, j are generation labels, and
ε is the 2 × 2 antisymmetric tensor. QI

L are left-handed quark doublets, and dI
R and uI

R
are right-handed down- and up-type quark singlets, respectively, in the weak-eigenstate
basis. When φ acquires a vacuum expectation value, 〈φ〉 = (0, v/

√
2), Eq. (11.1) yields

mass terms for the quarks. The physical states are obtained by diagonalizing Y u,d

by four unitary matrices, V u,d
L,R, as Mf

diag = V f
L Y f V f†

R (v/
√

2), f = u, d. As a result,
the charged-current W± interactions couple to the physical uLj and dLk quarks with
couplings given by

VCKM ≡ V u
L V d†

L =




Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb



 . (11.2)

This Cabibbo-Kobayashi-Maskawa (CKM) matrix [1,2] is a 3 × 3 unitary matrix. It
can be parameterized by three mixing angles and the CP -violating KM phase [2]. Of
the many possible conventions, a standard choice has become [3]

V =




c12c13 s12c13 s13e−iδ

−s12c23−c12s23s13eiδ c12c23−s12s23s13eiδ s23c13

s12s23−c12c23s13eiδ −c12s23−s12c23s13eiδ c23c13



 , (11.3)

where sij = sin θij , cij = cos θij , and δ is the phase responsible for all CP -violating
phenomena in flavor-changing processes in the SM. The angles θij can be chosen to lie in
the first quadrant, so sij , cij ≥ 0.

It is known experimentally that s13 ( s23 ( s12 ( 1, and it is convenient to exhibit
this hierarchy using the Wolfenstein parameterization. We define [4–6]

s12 = λ =
|Vus|√

|Vud|2 + |Vus|2
, s23 = Aλ2 = λ

∣∣∣∣
Vcb

Vus

∣∣∣∣ ,

s13e
iδ = V ∗

ub = Aλ3(ρ + iη) =
Aλ3(ρ̄ + iη̄)

√
1 − A2λ4

√
1 − λ2[1 − A2λ4(ρ̄ + iη̄)]

. (11.4)

These relations ensure that ρ̄+ iη̄ = −(VudV ∗
ub)/(VcdV

∗
cb) is phase-convention-independent,

and the CKM matrix written in terms of λ, A, ρ̄, and η̄ is unitary to all orders in λ.
The definitions of ρ̄, η̄ reproduce all approximate results in the literature. For example,
ρ̄ = ρ(1 − λ2/2 + . . .) and we can write VCKM to O(λ4) either in terms of ρ̄, η̄ or,
traditionally,

V =




1 − λ2/2 λ Aλ3(ρ − iη)

−λ 1 − λ2/2 Aλ2

Aλ3(1 − ρ − iη) −Aλ2 1



 + O(λ4) . (11.5)

K. Nakamura et al., JPG 37, 075021 (2010) (http://pdg.lbl.gov)
July 30, 2010 14:36

In the standard model, the quark mixing matrix is (special) unitary, and 
determined by four parameters, but new, beyond-the-standard-model 
interactions could make the nine matrix elements independent.

Determinations of ρ and η are inconsistent 
at the ~2.5 σ level.
Is it a hint of new physics, or mis-estimated 
uncertainties from experiment or theory?

Some of the experimental inputs are 
accurate to 0.5%.  New physics could be 
hidden in existing data, obscured by blurry 
lattice calculations.  Comparably accurate 
lattice calculations are urgently needed.

Laiho, Lunghi, and Van de Water,
http:www.latticeaverages.org.





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



 ⇒
in SM

A crucial goal in Intensity Frontier physics is the determination of the CKM matrix elements.

http:www.latticeaverages.org
http:www.latticeaverages.org
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USQCD

• The US lattice gauge theory community consists of 
~150 people, in both high energy and nuclear physics.

• About a dozen or so competing physics collaborations.

• Almost all of them have combined into the USQCD 
Collaboration for the purpose of organizing the hardware 
and software infrastructure needed for lattice 
calculations.

• Software program managed by the software committee, 
Rich Brower, chair.

• 20-25 participants.  Weekly conference calls.

• Includes SciDAC postdocs and computer scientists, people on other 
grants, industrial collaborators, and professors on their regular salaries.

9
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SciDAC software

• Essential to our physics program 
• for using hardware resources efficiently, both our INCITE resources 

and our LQCD-ext capacity hardware at Fermilab and JLab,

• for integrating new methodological developments.

• SciDAC-1 and -2 achievements include 

• community libraries for QCD programming, called the QCD 
API, 

• optimized high-level QCD codes and software packages, 

• porting to new platforms, 

• work with SciDAC centers and institutes and with computer 
scientists and applied mathematicians.

10
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The QCD-API

11

The basics

Optimization

Data parallel

Main structure was  in 
SciDAC-1.
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The QCD-API

11

Linear algebra: e.g., multiplying 
SU(3) matrices together

The basics

Optimization

Data parallel

Main structure was  in 
SciDAC-1.
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The QCD-API

11

Linear algebra: e.g., multiplying 
SU(3) matrices together

I/O for lattice data types 
(added in SciDAC-2)

The basics

Optimization

Data parallel

Main structure was  in 
SciDAC-1.
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The QCD-API

11

Linear algebra: e.g., multiplying 
SU(3) matrices together

I/O for lattice data types 
(added in SciDAC-2)

multicore interface (active 
area of development now)

The basics

Optimization

Data parallel

Main structure was  in 
SciDAC-1.
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Software challenges in the SciDAC-3 era

• Intensity frontier

• Existing QCD libraries and codes need to be extended and optimized for 
new architectures.

• Improved methods and algorithms need to be developed and 
implemented.

• Energy frontier

• Libraries and community codes of the QCD-API need to be adapted for 
new strongly interacting theories which may be demanded by experiment.

• Renewed investigation of uncertainty analysis may be required.

12
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Energy Frontier software challenges

• Technicolor, top-color:
• The role played by the Higgs in the standard model is played by 

composite particles produced by a new strong interactions.  (Ethan Neil 
poster.)

• Supersymmetry:
• A new symmetry of nature associates with every observed particle a 

partner with higher mass.

• Extra dimensions:
• Space has more than four dimensions; the extra dimensions are compact 

with radii of sub-atomic scale.

• ...

13

Speculations have ranged in many directions for new physics to 
explain various puzzling features of the standard model.

These new interactions generically involve new strongly interacting 
sectors, including new forces with gauge groups other than the SU(3) of 
QCD and matter with charges different from the complex 3-vectors of QCD.
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This requires generalizing the USQCD libraries in SciDAC-3 
beyond the data types of QCD (SU(3) matrices and 3-vectors).  
(Ethan Neil poster.)
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• In QCD, uncertainties arise from

• statistics

• finite volume

• discretization

• extrapolation to physical quark mass (in 
early calculations)

15

New strongly coupled theories may strain or break the 
uncertainty analysis that is well established for QCD.

Lattice gauge theories start from the fundamental equations.  
No model uncertainty.  

Asymptotic forms 
are convergent 
series with known 
functional forms

Known coefficients

Coefficients that can 
be estimated within 
ranges from physical 
arguments.

⇒ Use Bayes’ formula

In QCD, this is well understood and solid.
In new theories, these theories may converge poorly or not 
at all, and we have no experimental experience with the 
physics we are describing.
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Intensity Frontier software challenges

16

The quest to improve the search for 
beyond-the-standard-model effects in 
the quark sector by an order of magnitude 
requires lattice QCD calculations an order 
of magnitude more precise.  
    SciDAC-3 goal is to push QCD to faster 
algorithms and bigger computers.

Operationally, lattice QCD computations consist of 
1)  Sampling a representative set of gauge configurations with Monte Carlo methods, 

2)  Calculating the propagation of quarks through the gauge configurations, 

3)  Constructing hadron correlation functions from the quark propagators.

E.g., the Metropolis method, the hybrid Monte Carlo algorithm, ...
Consists of one long Markov chain.

Solve the Dirac equation (a sparse matrix equation) on each configuration 
with relaxation methods, e.g., biconjugate gradient algorithm, etc.
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Better algorithms

• In the last 30 years, the development of better methods 
has contributed even more to lattice calculations than the 
factor of a billion raw machine speedup from the VAX 
11/780 to the Blue Gene/Q.

• Algorithms for generating gauge configurations have sped up by factors of 
10-100 in the past ten years.

• Highest priority is improving the quark solvers, a sparse-
matrix problem.

• Very promising multi-grid methods have emerged.

• Working with collaborators in the FASTMath Institute and the NVIDIA 
emerging applications group.

• FASTMath colleagues will provide a framework for fast turn-around 
exploration and testing of novel algorithmic ideas; we will interface lattice 
QCD kernels with the FASTMath HYPRE applied mathematics effort.

• With NVIDIA, we will adapt these methods for many-core architectures.

17
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Bigger machines

• Ken Wilson, inventor of lattice gauge theory, was an 
early proponent of supercomputing.

• In the 70s, he was programming array processors in assembly language 
to attack critical phenomena problems for which he won the Nobel Prize.

• In the 80s, he pushed for establishment of the NSF supercomputing 
centers.

• After the introduction of Monte Carlo methods to lattice 
QCD in the early 80s, lattice gauge theorists worked to 
design machines aimed at lattice QCD

• in academic efforts at Caltech (Cosmic Cube), Columbia, IBM (GF11, not 
a commercial project),  Fermilab, ...

• as part of the Thinking Machines project.

18

Lattice gauge theorists have been involved with the development of 
supercomputing from the beginning;  our ability to program the largest 
current machines is enhanced by close relationships with vendors.
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The QCDSP, the QCDOC, and the Blue Gene/L

• The Columbia group, led by 
Norman Christ, won the Gordon 
Bell prize for price/performance in 
1998 for the QCDSP, a machine 
purpose-built for lattice QCD.

• It was succeeded by the QCDOC.

• A team led by Al Gara that had 
been part of these projects went to 
IBM and designed the closely 
related (and commercial product!) 
BG/L, which won the Gordon Bell 
prize for performance in 2005.

• The system-on-a-chip design, tightly 
coupled standard processor and FP unit, 
torus network, and style of mechanical 
design (small easily replaced node cards) 
were modeled on the Columbia machines.

19

QCDOC compute card.

BG/L compute card.
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The BG/Q
• The Columbia group participated 

in the design of the BG/Q.  Under 
contract with IBM, they designed 
and implemented: 

• The interface between the processor core 
and the level-2 cache, and

• The look-ahead algorithms used to prefetch 
data from level-2 cache and main memory, 
anticipating misses in the level-1 cache.

• Almost perfect weak scaling, 6 PF 
sustained, achieved on 96 racks of 
Sequoia (Columbia UK collaborator 
Peter Boyle).

• Our SciDAC-3 effort is working to 
port our libraries and codes.  
(Heechang Na poster.)

20
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a smaller number of GPUs. When compared to doing just
sequential mixed-precision CG, the sustained performance
measured in flops is significantly lower because of the in-
creased linear algebra; however, the time to solution is sig-
nificantly shorter.

9. SOLVER PERFORMANCE RESULTS

9.1 Wilson-clover
Our Wilson-Clover solver benchmarks were run with the

QUDA library being driven by the Chroma [25] code. The
solves were performed on a lattice of volume 323⇥256 lattice
sites from a recent large scale production run, spanning sev-
eral facilities including Cray machines at NICS and OLCF,
as well as BlueGene/L facilities at LLNL and a BlueGene/P
facility at Argonne National Laboratory (ANL). The quark
mass used in the generation of the configuration corresponds
to a pion mass of '230 MeV in physical units [26].
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Figure 7: Sustained strong-scaling performance
in Gflops of the Wilson-clover mixed precision
BiCGstab and GCR-DD solvers (V = 323 ⇥ 256, 10
steps of MR used to evaluate the preconditioner).

In Fig. 7, we plot the sustained performance in Tflops of
both the BiCGstab and GCR-DD solvers. For the BiCGstab
solver, we can see that despite the multi-dimensional paral-
lelization, we are unable to e↵ectively scale past 32 GPUs
because of the increased surface-to-volume ratio. The GCR-
DD solver does not su↵er from such problems and scales to
256 GPUs. As described above, the raw flop count is not
a good metric of actual speed since the the iteration count
is a function of the local block size. In Fig. 8, we compare
the actual time to solution between the two solvers. While
at 32 GPUs BiCGstab is a superior solver, past this point
GCR-DD exhibits significantly reduced time to solution, im-
proving performance over BiCGstab by 1.52x, 1.63x, and
1.64x at 64, 128, and 256 GPUs respectively. Despite the
improvement in scaling, we see that at 256 GPUs we have
reached the limit of this algorithm. While we have vastly
reduced communication overhead by switching to GCR-DD,
there is still a significant fraction of the computation that

requires full communication. This causes an Amdahl’s law
e↵ect to come into play, which is demonstrated by the fact
that the slope of the slow down for GCR and BiCGstab is
identical in moving from 128 to 256 GPUs. Additionally,
we note that if we perform a single-GPU run with the same
per-GPU volume as considered here for 256 GPUs, perfor-
mance is almost a factor of two slower than that for a run
corresponding to 16 GPUs. Presumably this is due to the
GPU not being completely saturated at this small problem
size.
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Figure 8: Sustained strong-scaling time to solu-
tion in seconds of the Wilson-clover mixed precision
BiCGstab and GCR-DD solvers (V = 323 ⇥ 256, 10
steps of MR used to evaluate the preconditioner).

In terms of raw performance, it can be seen that the GCR-
DD solver achieves greater than 10 Tflops on partitions of
128 GPUs and above. Thinking more conservatively, one can
use the improvement factors in the time to solution between
BiCGStab and GCR to assign an “e↵ective BiCGStab per-
formance” number to the GCR solves. On 128 GPUs GCR
performs as if it were BiCGStab running at 9.95 Tflops,
whereas on 256 GPUs it is as if it were BiCGStab running
at 11.5 Tflops. To put the performance results reported here
into perspective, in Fig. 9 we show a strong-scaling bench-
mark from a variety of leadership computing systems on a
lattice of the same volume as used here. Results are shown
for the Jaguar Cray XT4 (recently retired) and Jaguar PF
Cray XT5 systems at OLCF, as well as the Intrepid Blue-
Gene/P facility at ANL. The performance range of 10-17
Tflops is attained on partitions of size greater than 16,384
cores on all these systems. Hence, we believe it is fair to
say that the results obtained in this work are on par with
capability-class systems.

9.2 Improved staggered
The results for improved staggered fermions were obtained

using the QUDA library driven by the publicly available
MIMD Lattice Collaboration (MILC) code [27]. The 643 ⇥
192 gauge fields used for this study corresponds to a pion
mass of '320 MeV in physical units [28].

GPUs
• Break some of the software model in the QCD-API.

• How much of the QCD-API can be ported?

• NVIDIA has hired two of USQCD’s top GPU experts.

• They work with academic collaborators to attain best performance,

• Mike Clark, former BU postdoc, evaluates potential future 
architectures in terms of QCD (cache sizes, memory bandwidths, 
network bandwidth, latency sensitivity).

21

• Strong scaling for GPUs 
improved with communications 
minimizing algorithms

• Schwarz domain decomposition,

• mixed precision solvers.
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Outlook:  Lattice gauge theory in the ‘10s

• There are 1,000s of potentially interesting strongly 
coupled beyond-the-standard-model theories.

• It will be impossible to investigate them all carefully using the computers 
of the 2010s.  Each is at least as difficult as QCD.

• Experimental guidance will be required to guide the investigations.

• The experimental precisions obtained in quark mixing 
experiments require lattice QCD calculations accurate to 
a few tenths of a percent.

• An order of magnitude more accurate than we’ve achieved so far.

• It’s not clear how to achieve this, even with the computers of 2020.

• A vast wilderness of new lattice calculations is still 
waiting for us.
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