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Structure Formation in the Universe: The Basic Paradigm

e Solid understanding of structure
formation underpins most cosmic
discovery

e To hig
given

e |nitial

N accuracy, initial conditions are
oy a Gaussian random field

perturbations amplified by

gravitational instablility in a dark matter-
dominated Universe

* Relevant theory is gravity and atomic
physics (‘first principles’)

e Early Universe: Linear perturbation
theory very successful (Cosmic
Microwave Background)

o Latter half of the history of the
Universe: Nonlinear domain of
structure formation, impossible to
treat without large-scale computing
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Observations of Cosmic Structure
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Setting the Stage: Precision Cosmology

SciIDAC-3 Project p—

s e 7| Mapping the Sky with
SU percomputer Cax 5762132
Simulation Campaign

N Survey Instruments

i

Simulations ‘Calibration’

cCrL
\—a g

Wi+1)C,/2n

. .- ‘Precision
0 0.5 1 :
input, x Oracle
Emulator based on Gaussian 7 multipole: 1
Process Interpolation in High- | Observations:

Y Markovichain |

Dimensional Spaces
CCF= Cosmic Calibration Framework

Statistical error bars
will ‘disappear’ soon!
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SciDAC Project: Overview

« SciDAC-3 Project Aims

* Build next-generation computational
cosmology prediction and analysis
frameworks for current and future surveys

Standard Model No dark energy Warm dark matter

e EXplore the physics of dark energy, dark Xy
matter’ neutrinos, and the early Unlv_ers_e HACC (large volumes): High-resolution gravitational
via large-scale structure probes, maintain N-body simulations for surveys
close relationship with observations Dark matter Gas density

 Further development of three large-scale L S T
high-performance cosmology simulation e, \.
codes: HACC (@ANL), ART (@Fermilab/

UChlcago), Nyx (@LBNL) ART (small scales): Cluster/galaxy simulation including

e Make full use of DOE’s Leadership class gas dynamics, sub-grid models, and feedback
systems: Mira (AN |_), Jaguar/Titan Unsplit AMR scheine (Rayleigh-Taylor{instability)
(ORNL), Hopper (NERSC)

* |In situ and post-processing analysis
frameworks for direct comparison against = ,
observations Nyx (medjum scales): Ly-alpha forest

Y
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Forward Problem: Simulating the Universe

e Gravity dominates at large

scales: Solve the Vlasov- ‘i)]; :

POISSO” equatlon (VPE) VZQD 470(12( (X t) </)dm(t)>) = 47TG'(LQQc11115c1111/)c,1‘a
 Nonlinearity: 6-D VPE Sen (X, 1) o om0

cannot be solved as a PDE,

_3 3
must use(N-body methods) pam (X, 1) Z’"z / d°pfi(x,X,1).

 Errors: How well can they
be controlled? Math’/U

o Astrophysics: At small
scales need to add gas

physics, feedback, ‘sub-grid’

physics (AMR/SPH
_gasdynamics) ‘Math’

'« Phenomenology: Calibrate'
theory and simulations
against observations (‘self-

3 calibration’) Stats/UQ
a Machine learning

Gasdynamics/feedback equations do not fit on a slide!
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Prehistory: An Early Simulation

THE ASTRONOMICAL JOURNAL VOLUME 75, NUMBER 1 FEBRUAR
e Suite of 300 (and less) Structure of the Coma Cluster of Galaxies*
particle simulations P. I. E. Peesiost

Palmer Physical Laboratory, Princeton UyerersityyRrinceton, New Jersey
Received 7 Octgber 1969)
» Run on a CDC 3600, < ‘

—_ 1 Mfl o) p S 32 K B + at L A N L In some cosmologies, a cluster of galaxies is imagined to be a gravitationally bound system which, in
'

analogy with the formation of the Galaxy, originated as a collapsing protocluster. It is shown that a numeri-

cal model based on this picture is consistent with the observed features of the Coma Cluster of galaxies.

- The cluster mass derived from this model agrees with previous values; however, an analysis of the observa-

¢ IS n [ n e'ten O rd erS Of tional uncertainty within the framework of the model shows that the derived mass could be consistent
with the estimated total mass provided by the galaxies in the cluster.

magnitude improvement

In both performance and

memory good enough for
precision cosmology?

“The Universe is far too complicated a structure to be
studied deductively, starting from initial conditions and
solving the equations of motion.”

Robert Dicke (Jayne Lectures,
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Project Context: Computational Cosmology and HPC

 Early Era

o Early use of vector systems -- PM, adaptive P3M,
AMR -- plus tree/FMM algorithms; ‘power user’
history continues to this day

e Parallel Simulations

o Early parallelization of all codes, efficient utilization
of supercomputing resources (Gordon Bell awards,
iIncluding custom hardware)

« More Physics: Multi-Physics/Multi-Resolution

e« Some cosmology codes have complexity similar to
combustion codes, others optimize for ‘at-scale’
performance and memory (e.g., survey scale
volume simulations)

Next-Generation Architectures Barnes-Hut oct-tree
algorithm on YouTube

e Increased concurrency with communication
bottlenecks and costs -- codes must evolve to deal
with these issues; power-awareness next

Wednesday, September 12, 12



Cosmological Simulations: Science Achievements

e Paradigm of Structure Formation

e “Cosmic Web” unifies a wide array of
observations, from galaxy surveys to the Ly-
alpha forest

* Predictions for halo shapes, substructure,
spatial statistics, halo bias (clustering relative
to underlying density field), and their evolution

e Cosmic Probes
e Halo abundance and mass distribution
 Nonlinear domains of clustering probes

 Physics of the IGM, galaxies, clusters,
reionization --

o Multi-resolution, multi-physics simulations
essential tools for building more detailed
picture, understanding of empirical relations
and their scatter

Office of

(y“"'"’/—:»" U.S. DEPARTMENT OF
51 :;
N EN ERG I Science
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Simulation Requirements

e Sjze: HACCBG/Q simulation at‘.,;:"t:" b iy
agkobal spatial dynﬁmlq ‘

* Need to cover volumes in the 100’s range of a m|II|on to. Bnej 3
T

of Gpc cubed (1 pc=3.26 light-years) & e e

. TR

R N AR .

s . s PRAA \oPrn i :
y o 2 L Ll S
. . an

e To capture individual galaxy mass
concentrations over this volume,
need trillions of particles

e Resolution:

» Force resolution has to be ~kpc, a
global dynamic range of a million to

one, also controls time-stepping AT Supercomputer Recreates Umverse
. L 2 | From Blg Bang to Today
o Local OverdenSIty Varlatlon IS a A { "’ T3 by Clara Moskowitz, SPACE.com Assistant Managing Editor
million to one Nyx zoom-in’ with gasdyn"mcs’ a

. . . . on cluster scales \
 Physics (computationally intensive): |

 Gravity dominates at scales greater ™
than several Mpc

B 1le-22

 Below this scale, pressure forces
become important; gasdynamics,
feedback processes, radiative
processes, star formation, etc. all
play important roles

+1le-23

density [g/cm® ]

le-24

Y

le-25
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Simulation Status

ART:

o State of the art physics (cell-structured) gravity/
gasdynamics AMR code, work on improving
scalability to beyond ~10K cores

e Baryonic effects on weak lensing probes, sub-grid
models for incorporation in N-body codes

HACC:

* High-resolution cosmological N-body (PPTPM) code
framework; runs on every architecture: MPPs, Cell/
GPU-accelerated, Blue Gene systems, Intel MIC, --

e 2012 Gordon Bell finalist, > 50% of peak on Mira/
Sequoia at > 90% parallel efficiency (million way),
~2 trillion particles

NyX:

* Next-generation (block-structured, BoxLib-based)
AMR code undergoing tests, first code paper
submitted, physics modules being added

e Large-scale runs for analysis of BOSS Ly-alpha
forest observations

T eslingands o4

" Zel’devich -

3 HAGE: woak
“-scaling

aala

PP VSl NPT BT o v 1

-~ # of cores

2048

i Idelal Sclalingl-----.l__
131072 524288

8192 32768

trillion [particle simutati
' M 1/3 of Mira | 1soome,

Observed by
BigBOSS

& # " r=5.0 Gpc/h

i »‘- 3 ;‘-:‘-", ..,"_.‘._.;Fi"
SR Biepmres

Blg BOSS =4.0 Gpc/h
r=3.0 Gpc/h
r=2.0 Gpc/h
z=0.7 %

=1.0 Gpc/h

z=0.§\"\*~"\-‘- € /r=0.5 Gpc/h Courtesy Anze Slosar

BOSS galaxies
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Precision Cosmology: UQ Example

 Early Period

e Access to large data choked (technology did
not exist), insignificant computing

 Characterized by small datasets, ‘eyeball’
comparisons, simple statistics

A?(K)

e Intermediate Phenomenology (~10%)

o Simulation-based intermediate, simplified
theoretical model; use this to interact with
observations (HOD models, HaloFit, scaling
relations from simulations, --)

e ‘Direct’ Numerical Phenomenology (~1%)

e ‘Theory’ = interact with observations via
sophisticated simulations (or via emulators); =
understand systematic errors (missing/wrong
physics), bias

Example of successful development

application of UQ methodologies; tru

0.95 bt

order of magnitude improvement

100 =

10

LA ) Ul ¥ L] Al Al LALL I ) l ¥ Al Al Al LA |
- Expected Measurements

Simulation
Halofit

L
) '
T
J

1.05

0.01 0.1 1

k[h/Mpc]

1.01

1

0.99

0.97
a

0.96

6 redshifts

P(k) emulator predictions,
ratio with full simulation result |

107 10°

107
k [1/Mpc]
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Precision Cosmology: UQ Example

 Early Period

e Access to large data choked (technology did 100

LA ) Ul ¥ L] Al Al LALL I ) l ¥ Al Al Al LA |
- Expected Measurements

not exist), insignificant computing o | Simulation
» Characterized by small datasets, ‘eyeball’ | G ;i-“lr?;grerréori“) e
i gime! A

comparisons, simple statistics

A?(K)

e Intermediate Phenomenology (~10%)

e Simulation-based intermediate, simplified
theoretical model; use this to interact with
observations (HOD models, HaloFit, scaling
relations from simulations, --)

1e-04 Lol — e
0.01 0.1 1

k[h/Mpc]

6 redshifts

e ‘Direct’ Numerical Phenomenology (~1%)

e ‘Theory’ = interact with observations via
sophisticated simulations (or via emulators); =
understand systematic errors (missing/wrong .
physics), bias

1.01

P(k) emulator predictions,
d  ratio with full simulation result |

Example of successful development al

0.96

application of UQ methodologies; tru

0.95 bt

order of magnitude improvement C [17ipe]
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Interactions with Institutes

e Simulation Methods (W/ FASTMath) Supercomputers Data-Intensive Scalable
: : for simulation Computing Systems for
 AMR/particle method(s) development (dynamic range), campaigns interactive analysis

i/

multi-physics modeling

e - e _ ", |
e Design simulation methods for next-to-next-generation T‘ ,
platforms | »
Results {}'}
 Data Issues (w/ SDAV): from

. o . . simulation
« High-performance in situ and post-processing analysis runs, in situ

Data
framework

L S
Low-cost local~ o

o Parallel 1/0O, data containers, databases computing
environment

=S B

* Visualization-aided analysis, including remote/real-time ' .
visualization N
e UQ (w/ QUEST):

« Next-gen. emulator development; error covariances

« Discrepancy functions and self-calibration
 MCMC alternatives and error studies
e Other (w/ SUPER):

« Performance/power prediction

* Resilience (local compute and network)
v S
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