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SUPER Is providing performance infrastructure ranging from advice on best practices to sophisticated tools for auto-tuning, improving resilience, and minimizing energy consumption.
One Important best practice Is end-to-end performance tracking and analysis of production work loads. This does not require sophisticated tools, just (project-wide) discipline. SUPER
can advise on methodology and tools appropriate for each DOE computing center. SUPER Is also developing low overhead instrumentation tools that provide additional insight even on
heterogenous nodes, and data archive and analysis tools that can merge and correlate data from different sources.
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background job monitoring of CESM output and native
CESM instrumentation logic)
4. As/after job completes, collect
a) time spent in postprocessing steps
b) standard CESM-specific performance summary

Compute node assignment for job with Compute node assighment for successful
minimum execution time job with maximum execution time.
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