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Overview

* Responses
e 23 (2 responses covered multiple codes)
* Reported data only from workshop attendees

* Data
e Each code represents a data point
* Quantitative and Qualitative
* Qualitative Data coded by Lois, Hans, Phil and me




Current Status




Research vs. Production Code

Research

Production




General Code Type

Big effort, multi-
purpose app +
frameworks, big
community

Libraries,
frameworks, tools

Single, multi-
physics single-
purpose code

Bigger multi-
purpose effort




Age of Code Base (Years)

No Response




Size of Current Development Team

30+ core,
multiple
products/
teams/roles
and large
community

23-30 core,
multiple teams
and community

10-20 core +
part time




FTEs Over Life of Project

Unable to Measure (3)
No Response (10)
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Code Size

No Response
100K-499K

Non-
measurable

500K-999K




Number of Users

No response

Large
community or
mission critical




Language Usage

Python Other

Fortran




Use Formal V&V Process




Source of Defects

Algorithms

Debugging /
Testing

Scheduling / /
Runtime

Serial Constructs

Parallel Language
Features

Load Balancing o Problem Space
Synchronization D "
ecomposition




Current Parallelization Approaches

MPI Only

Pthreads
TBB

CUDA
Accelerators




Moving to Extreme Scale




Code Evolved or Rewritten for
Extreme Scale

Rewritten

Evolved




Parallelization Approaches for

Extreme Scale

e Common Answers

e MPI+X, where X is
* OpenMP
* OpenCL
* OpenACC
e Pthreads
* Intel TBB
« CUDA
* Accelerators

e Other programming models and abstractions

e “Everything is under consideration ... will do what is
necessary”




Consider Radically Different Programming
Model for Extreme Scale?




Concerns Moving to Extreme Scale

Achieving and maintaining portable performance
Programming model uncertainty
Robust tool support

Debugging

Compiler deficiencies

|/O performance

Reproducibility of results across diverse
architectures

Managing resilience/fault tolerance

Verification and Validation
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