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My Perspective



Two persistent problems

Building scientific 
software stacks

Developing communities 
of practice to share 

tools and experience



Building Stacks
• Installing code has become a very expensive task!
• Many different stacks have different needs and require 

customization.!
• Exotic hardware is making it worse!
!

• How much does it cost?!
- Typical HPC Center* employs ~ dozen of people to install and 

manage the stack !
- If half their time is installing looking at $.5 MM * #Centers!
- Spawned a new field: DevOp Engineer!
!

• Problem even in industry, especially the data science 
world



Many Solutions

- Environment modules are very fragile!
!

- Virtualization has a high amount of performance cost and is not 
composable!
!

- Grids and portals limit the available resources requiring many man-
months of work to add new software!
!

- Typical package managers require root access which is not happening 
on production systems



Better Solutions

<#> 
HashDist

Better user space 
build managers

Better containers and!
portals that emulate the 

desktop



Practice

• Current practices divide 
producers and consumers of 
scientific codes!
- Application codes !
- Libraries!

• Creates a separation from science 
and coders that use in HPC 
environment.!

• Productivity comes from a 
community helping on another.



Others talking about Practice



Conclusions

• Build Communities of Practice!
• Open communities provide 

continuous feedback!
• Usability requires dog-

fooding!
• Increase the number of 

practitioners through 
broader communication / 
shared experience

• Build Better Software Stacks!
• Invest in Smarter Build 

Managers!
• Emulate the install process 

to the user desktop!
• Even custom builds for 

machine!
• Specialized Hardware 

needs to easy to integrate!
• Test installs


