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Two Complementary Codes For Computational Discover and
Design

PARSEC BerkeleyGW
- Massively parallel real-space - Massively parallel excited
DFT code. state (both one- and two-

particle) code.
- Capable of studying systems of

10K atoms. - Computes quasiparticle and
optical properties of
- Implements spectrum slicing materials of interest to the
approach for parallel eigenstate DOE.

generation.




Who am |?

Jack Deslippe

- NERSC User Services Group (Materials Science / Chemistry Consultant)
- NESAP Lead (NERSC’s exascale readiness program)
- Developer in BerkeleyGW project (SCIDAC Team Member)

- My Focus in this presentation will be on BerkeleyGW enhancements over
the last couple of years.




What is GW+BSE
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What is GW+BSE

Many-body effects extremely important in
Excited-State properties of Complex
Materials.

Includes screened-interaction for many-
body effects

Accurately describes properties important
for:

- Photovoltaics

- LEDs

- Junctions / Interfaces
- Defect Energy Levels

Office of
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GW Reputation (Motivation Behind BerkeleyGW)

The Good:
Quantitatively accurate for quasiparticle properties in a wide
variety of systems.

Accurately describes dielectric screening important in excited
state properties.

The Bad:

Prohibitively slow for large systems. Usually thought to cost
orders of magnitude more time that DFT.

Memory intensive and scales badly. Exhausted by storage of the
dielectric matrix and wavefunctions. Limited ~50 atoms.
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BerkeleyGW Usage at NERSC

BerkeleyGW

~

T~ 2.4%

NERSC Code Breakdown 2013



Millions of Hopper Equivalent Hours

BerkeleyGW Usage at NERSC

BerkeleyGW Millions of Hours used at NERSC
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Science Stories Using BerkeleyGW

Pl: Louie Pl: Prendergast

First Ab Initio Method for Characterizing Hot Carriers LASER, SUPERCUMPUTER MEASURE
Could Hold the Key to Future Solar Cell Efficiencies SPEEDY ELECTRONS IN SILICON

el s st b — Simulations at NERSC Help llluminate
Attosecond Laser Experiment Findings

DECEMBER 19, 2014 | Tags: Basic Energy Sciences (BES), Materials Science
Contact: Robert Sanders, risanders@berkeley.edu, (510) 643-6998

One of the major road blocks to the design
and development of new, more efficient solar
cells may have been cleared. Researchers
with the Lawrence Berkeley National
Laboratory (Berkeley Lab) have developed the
first ab initio method - meaning a theoretical
model free of adjustable or empirical
parameters - for characterizing the

P I : Ki Ou pa ki S properties of “hot carriers” in

The entire semiconductor industry, not to mention
semiconductors. Hot carriers are electrical Silicon va!ley: !S built on th‘e propensity of .
charge carriers - electrons and holes - with Anew and better way electrons in silicon to get kicked out of their

TO BRIDGE LEDS' GREEN GAP,  mimwewomew=  EESEESEESSi aomcsnsardsatiomo i e
7 ’ material. These mobile electrons are routed and
switched though transistors, carrying the digital
SCI ENTI STs THI N K SMAI.L information that characterizes our age.

An international team of physicists and chemists

PI V n D W " h n at the University of California, Berkeley, has for
Pl- Wu an De Walle / Cohe

the first time taken snapshots of this ephemeral

event using attosecond pulses of soft x-ray light

Cover |mage: Phys. Rev. Lett. Vol. 110, Iss. 1 IMPORTANT NEW METHUD FOR STUDYING snLAR lasting only a few billionths of a billionth of a
’ MATERIALS second. The researchers then used
supercomputing resources at Lawrence Berkeley In silicon, electrons attached to atoms
National Laboratory's (Berkeley Lab) National :':';:’"" m::;y";:’:m
Energy Research Scientific Computing Center :"""""""" i
(NERSC) to help them better understand their snapshots of this very brief band-gap
findings. jump and timed it at 450 attoseconds.
Image: Stephen Leone

The goal of research in this group in general has been to develop and use first-
principles computational methods to understand, predict, and design novel
electronic, i ic, and ic materials.

Using a NERSC NISE award, researchers were able to compute the phonon-assisted
interband optical absorption spectrum of silicon entirely from first principles.

absorption process.

Nearly all ilabl i cell itly depend on this §

0SS 9555 While earlier femtosecond lasers were unable to

The new method is general enough to to study fundamental physics of other Photon energy (eV) .
and terials and can address questions that are not resolve the iump from the valence shell of the
accessible by experiment. [T —
‘experimental (circles) absorption
Used the Berkeley@W software written by new NERSC USG consultant Jack coefficient of silicon in the energy
From the article: Desiippe. range between the indirect and direct
gaps, for two temperatures.
Origin of the Variation of Exciton Binding Energy in Semiconductors Work done by Jesse Noffsinger, Emmanouil Kioupakis, Chris G. Van de Walle, Steven
Marc Dvorak, Su-Huai Wei, and Zhigang Wu G. Louie, and Marvin L. Cohen.
Phys. Rev. Lett. 110, 016402 (2013)
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T e

BerkeleyGW Workshops

*Emphasized integration with PARSEC code

=3 times the number of applicants than space available! 45 Attendees.

*Survey results show that 100% of attendees found sessions useful of very useful.




BerkeleyGW in the Many-
Core Era
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Cori

Axv

e Cori will begin to transition the workload
to more energy efficient architectures

e Cray XC system with over 9300 Intel
Knights Landing (Xeon-Phi) nodes

— Self-hosted, (not an accelerator)
manycore processor with over 60 cores
per node + high-bandwidth memory

uumm!

e Data Intensive Science Support

— NVRAM Burst Buffer to accelerate
applications

System named after Gerty Cori,
GER\, U.S. DEPARTMENT OF Office of Biochemist and first American woman to  [Eeam ‘Iﬁl

ENERGY G i receive the Nobel prize in science. ngﬁB




What is different about Cori?

Edison (lvy-Bridge): Cori (Knights-Landing):

e 12 Cores Per CPU ® 60+ Physical Cores Per CPU

® 24 Virtual Cores Per CPU ® 240+ Virtual Cores Per CPU

e 24-3.2GHz ® Much slower GHz

® (Can do 4 Double Precision ® (Can do 8 Double Precision
Operations per Cycle Operations per Cycle

® 2.5GB of Memory Per Core ® < 0.3 GBof Fast Memory Per Core

< 2 GB of Slow Memory Per Core

e ~100 GB/s Memory Bandwidth ® Fast memory has ~ 5x DDR4
bandwidth

-
U.S. DEPARTMENT OF : A
Officeof ‘"1

E N E RGY Science BERKELEY LAB

ooy
T AN
£ o)
L 7))
DTS



Optimization Strategy For Cori

Both PARSEC and BerkeleyGW are included in top tier of
the NERSC Exascale Application Program (NESAP).

- Work with Cray, NERSC, Intel and SUPER staff
- Early access to simulators and hardware.

Strategy:

A. Add OpenMP or other on-node parallelism

B.  Effectively use vector Instructions

C. Identify/optimize memory

bandwidth hotspots.

~
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Optimization Strategy For Cori

Both PARSEC and BerkeleyGW are included in top tier of
the NERSC Exascale Application Program (NESAP).

- Work with Cray, NERSC, Intel and SUPER staff
- Early access to simulators and hardware.

Strategy: do i =1, n
A.  Add OpenMP or other on-node parallelism a(i) = b(1) + c(1)
enddo
B.  Effectively use vector Instructions
a; b, ¢y
C. Identify/optimize memory +
bandwidth hotspots. B
al’l bl’l Cn
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Example Use Case For OpenMP in BerkeleyGW

and PARSEC

/ MPI Task \

U[]L][]

Memory, Shared Arrays etc.

\ /

Parallel FFTs involve MPI all-
to-all communication (small
messages, latency bound).

Reducing the number of MPI
tasks in favor OpenMP
threads makes large
improvement in overall
runtime.

+\ U.S. DEPARTMENT OF Office of
2\

NERGY Science
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Work by Andrew Canning
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BerkeleyGW Self-Energy Calculation

Significant Bottleneck is large matrix reduction like
operations. Turning arrays into numbers.

(nk| Scu(E) |[n'k) = Z > M,k —q,—G) My (k, —q, —G')
n'’ qGG'
QQ ’ 1 —1 t /
« ac (@) (I —itan ¢G~G (q)) v(q+G’)
Ve (q) (E — Epx—q— e (q))
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Targeting Intel Xeon Phi Many Core Architecturew

1. Target more on-node parallelism. (MPl model already failing users)
2. Ensure key loops/kernels can be vectorized.

Example: Optimization steps for Xeon Phi Coprocessor

Sigma Summation Optimization Process Add
OpenMP

4004 B sandy-Bridge

Refactor to Have 3 4 B seontn
Loop Structure:

Outer: MPI
Middle: OpenMP

o Cache reuse
Inner: Vectorization

" and Ensure

Vectorization

Rev. 4770 Rev. 4896 Rev, 5338 Rev. 5349

Revision Number

Added additional layers of cache-blocking to improve
locality. Important on Xeon-Phi which lacks L3.

£BY, U.S. DEPARTMENT OF Ofﬁce Of
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Bounding Around on the Roofline Model

2013 - Low Operational Intensity

Edison Node Roofile Based on Stream of 89GB/s and Peak Flops of 460 GFlop/Sec
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Bounding Around on the Roofline Model

2014 - Refactored loops,
improved locality

Edison Node Roofile Based on Stream of 89GB/s and Peak Flops of 460 GFlop/Sec
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Bounding Around on the Roofline Model

2014 - Vectorized Code

Edison Node Roofile Based on Stream of 89GB/s and Peak Flops of 460 GFlop/Sec
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Bounding Around on the Roofline Model

2015 - Cache Blocking

Edison Node Roofile Based on Stream of 89GB/s and Peak Flops of 460 GFlop/Sec
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Hybrid MPI-OpenMP Scaling Improvements.

5000

BGW-1.0 == ) ) " BGW-1.0 ==
10000F BGW-1.1 1 Thread —e— _ BGW-1.11 Thread ==
Sigma Code  BGW-1.1 2 Threads aoool Epsilon Code BGW-1.1 2 Threads ~o- |
8000 BGW-1.1 4 Threads == BGW-1.1 6 Threads ==
[T} BGW-1.1 6 Threads (T} BGW-1.1 12 Threads
@ @
2 9 3000}
@ G000} @
E £ N
"_ I'— .'h":-
= 4000} = 2000}
= = - .
2000¢ \ 1000} . = -
D S — — — - & 2 2
588 1176 2352 05776 3552 7104 14208

Number of CPU cores per g—point Number of CPU cores per g—point



Science/Method
Advances

N
BTN . A
ER .S. DEPARTMENT OF Officeof ""l

NERGY Science




New Features N%sc

e Exciton Bandstructures (Finite Center of Mass Momentum Excitons)

e Full-Frequency Calculations With ~2X GPP Cost (Hilbert Transform and Contour Deformation
Approach)

e Parallelization Over Frequencies

e Parallel 10 and Transferable File Format

e Parallel reduced size FFTs

e Vastly Improved K-Point Convergence

e Support for PARSEC Input, Abinit Input, RMG Input

e Support for Static COHSEX Starting Point

e Empty State Requirement Reduction

e Full BSE Calculations in Parallel

e Accurate/efficient GPP models for Informatics

e Over 2500 Commits since BerkeleyGW 1.0. Many performance improvements, bug fixes and

new features

U.S. DEPARTMENT OF Ofﬁce Of
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Improving K-Point Integration

0.2 0.3
g (1/bohr)

Our solution: subsampling method - a hybrid sampling of the Brillouin Zone.
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Improving K-Point Integration

Subsampling MOS
2
3.5 ' ' ! |
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Efficient Full BSE Calculations

The Full BSE Hamiltonian is complex, non Hermitian

HBSE e R E Tt TEETEE

We need a parallel diagonalization routine for matrix of this form.

Want cost to be similar to the HTDA . [R]
Tamm-Dancoff approximation: BSE ™
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Efficient Full BSE Calculations

e Challenge: diagonalize non-Hermitian matrix (2x the rank):
e Efficiently

e In parallel
e Preserving structure of the solutions

e Solution: new solver written by Meiyue Shao and Chao Yang.

e Si (real matrix), nmat=24 000, #PEs=128

TDA Our solver Generic solver
Time (s) 78.163 243.481 (3.1x) 1198.535 (15.3 x)

e Naphthalene (complex matrix), nmat=8 000, #PEs=72

TDA Our solver Generic solver
Time () 41.088 259.309 (6.3x) 593.593 (14.4x)

Meiyue Shao, Felipe Homrich da Jornada, Chao Yang, Jack Deslippe, Steven
EN o= 0RaREnor o | Office of G. Louie. Submitted to Journal Elsevier Linear Algebra and its Applications
ENERGY Science (arXiv preprint arXiv:1501.03830) BERKELEY LAB
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Example: Benzene

| | | | | | |
—— GW-BSE/TDA [\
— GW-BSE/Full BSE
=@— Experiment[1]
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Absorption cross section (arb. units)

o

5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5
Photon energy (eV)

=~
(&)

£BY, U.S. DEPARTMENT OF Ofﬁce Of

'EN ERGY Science




GW - Towards Informatics

* Closed-shell, small molecules
* Characterized experimentally o
* Include a variety of elements

@

WED)KC)“OZOII

0000 0 O
O

Office of
Science




GW - Towards Informatics

O TurboMole (FF) @ FHI (FF) @ BerkeleyGW (GPP)
30

rJ
i)

]
(=]

Predicted lonization Energy (eV)
) o

2
0
0 5 10 15 20 25 30
Experimental lonization Energy (eV)
 BERARTMENT OF Office of Michiel van Setten, ... Jack Deslippe, Steven Louie, Chao Yang, Jeffrey Neaton, 0

.45“"’"'\:,.; u.s . " . . . frereee
&) ENERGY &l Ferdinand... , " Submitted Journal of Chemical Theory and Computation /—\‘




GW - Towards Informatics

FuII-Frquency Calculat!ons within GOWO P ' ~ FF-GW,@PBE ——
Systematically underestimate band gaps. FF-GyW,@PBE ——
10 | HL GPP-GoW,@PBE -----
GPP gives generally very good energies for g | ©%n _
informatics based approaches. g;; //
g 9
4 X
c 5t
-10 s
Poles in FF GOWO0 ~ N HOMO ,
) -14 -12 -10 -8 -6 -4 -2 0
E_v_lda-E_gap oeV)  Berylium Oxide
E _c |da+ E_gap b) , i i i i
10 + FF-GW,@PBE ——
FF-GoW,@PBE ——
8t HL GPP-GoW,@PBE -----
Poles in FF GWO0 ~ 3

XC
n

E v QP-E_gap
E c QP-E gap

Re}, (w)-V

Lischner, Johannes ... Jack Deslippe, J.B.
\ U.5:.DEPARTMENT OF Office of Neaton, S.G. Louie. Physical Review B 90.11

&) ENERGY science  (2014): 115130,




Conclusions
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Conclusions:

C60 Pentacene Interface under

BerkeleyGW routinely run on systems with hundreds investigation by Neaton Group

of atoms.

Order 1000 atoms possible with DOE HPC resources
like Edison and Mira.

BerkeleyGW is ahead of the pack of GW codes.

e  Foundry users find Full-Frequency calculation of MgO
takes hours with BerkeleyGW, weeks with abinit

e Yambo celebrates passing the 1000 CPU core in 2014,
BerkeleyGW commonly run on 10-100x that scale.

e VASP GW limited in size by memory requirements of (G,
G’) matrices.

U.S. DEPARTMENT OF Office of

Z ) ENERGY Science



Our Posters

SciDAC Program: C
Ultrafast Dynamics of Excited Electrons

in Materials for Energy Application
Marco Bernardi, Derek Vigil-Fowler, Jamal Mustafa, Chin Shen Ong, Jefirey B. Neaton and Steven G. Louie
Departrent of Physics, University of Calilornia at Berkeley, and Materials Science Division. Lawrence Berkelay National Laboratory, Berkeley CA 84720

Ultrafast Dynamics of Excited Carriers

Twio ultrafast (<1p€) mechanisms for hot carriers 1o lose energy
Elsctran — phonon scatisting

ot electron
- Electron — slectron scattering
R —
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/ \VB
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B <mkg] VVEs o k>
g i s
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Tools for Di: y and Design - Excited State Phenomena in Energy Materials

n}

Energy

Understand excited (“hot”) carriers in materials:

« Energy distribution vs. time ok £ mktq £ Nk
(Tuk I B Yo = ImG-(emen ¥)

« Timescale (10-100 fs) for energy loss (oo™ et gurImi Euk g = Im g2 GG}

DFT + Wanrilar

« Transport and mean free paths .
Aoimeation 80 o1 p Y1 = T Lok Jetph+ [0 Eue e

0, EPW. We usax In- carfier in stale nk
Hot Carriers in Silicon Solar Cells \ / Hot Electrons in GaAs
v b eanit e i 1 44 gt shaiond g weng?
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Generation and relaxation of hot carrieﬁ ﬂarrier Transport from First Principles\
from surface plasmons in noble metals

[
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Charles Lena, N. Scott Bobbitt, Grady Schofield, James R. Chelikowsky

University of Texas at Austin

Large Scale Ground State Calculations
[ ) .- E. )

~ 2+ Ver (7)+V, (A4, (
Gaals: Provide fast and accurate ab inftio

computational methods for in and predicting e g
e energy related materiak. We want to reliably Gemonstrate 1hat we can calculate accurate, converged farces ung a

‘apply a masdively parallel reatment of cosrser grid spacing with this new techniue (2). i at
pseudopatential density functional theory to eomplex ‘aach grid point.

Systems in the 100,000+ ator range.

High Order Force Calculations

V- R)
[t
s roughly d spacing.

leul [f(:-;ef"-cu (ryn*

Uniizing massively parallel computers at NERSE, we
can naw handle systems with over 10,000 atoms
‘employing algorithms based on subspace fitering (1),

The wave function is approximated on intermediate paints by several bigh order Taylor
series.

£ \ Combining with  finite diflerence scheme provides o smosth approximation of the
Examale shown here: Large silicon nanocrystal | +nem fancion,

passivated with hydrogen atoms. The nanc<rystal

density of state has converged to tht expected for s

A 20 paie Gaussian quadrature rule i spplied for the integration.
bulk erystal

Pk Tachaical s-p-mmn--
Grid spacing 0.9,
Siaeof e 538,128 15,526,128
Mumber of cores 3,000
Time for ane SCF 60p 40 min
Mumber of occupied states: 17,768

Lef: The Improved Integration sehams. raducas | iow Order | Low Order | High Order| Exp [Ret3]
variations in energy as a benzene malecule Is | |

transtated through space
h=0.15 | h=0.30 | h=0.30

Right: Viorational frequancios for CO,. The high | 2415 | 2301 | 2400 | 2349

. order result attains comparsble accuracy 35 the | 1346 1517 | 1335 | 1333

low arder result, but uses a much coarser gric, P 603 628 667

641 603 628 867

04

e Computational Savings

FE—
§
]

Enegy )

sy a “ “
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Problem 1o address: We will increase the current pasalielism in the Rayleigh-hitz step, which is
matrix. The si

g A g s kot 3 gty T oot
1y U3ing 3 £id spacing 20instead o h =
uzummmlwwummr

952 function ef grid spacing. With the
high order integration schema, the force is converged up
0.5, whike lnw crder results diverge a1 h = 0.35.

with the number of desired eigenvalues. This aroblem can be addressed by spectrum siking, .e.,
by within a specified the matrix (1),
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Using the Static Limit To Improve GW

For a typical GW calculation, the LDA starting point is sufficient:
OP MF MF MF MF
E;7 = <\|fn |HHC”’“”€€ N’n > + <\|In |Z|l|!n >

Notable exceptions - Silane:
- GW First Order GW Full Diagonalization

1.1eV

gy )\ . (©

0.27 eV

M. Rohlfing and S.G. Louie Phys. Rev. B 62 4927 (2000).



Using the Static Limit to Improve GW

LUMO Orbital

COHSEX (Z(E=0))

LDA LDA+GW CSX |CSX+GW
HOMO -8.52 -12.80 -13.2 -12.80
LUMO -0.465 1.02 0.1 0.29
QP gap 8.06 13.82 13.3 13.10

Jain, M., Deslippe, J...., Chelikowsky, J. R., & Louie, S. G. (2014). Physical Review B,90(11), 115148.



Using the Static Limit to Improve GW

(nk|Egy(r,r'; E) In'k) =

: 1
(| S25 0,0 ) K) + 5 (k]

-6.4
-6.6
-6.8

S -7.2
@«
7.4
A
-7.8

-8.2
-84

GW —

GW + Static Remainder =——
.\L_ e — —
20 40 60 80 100 120 140

# DFT Bands in Calculation

Coh /oo

CH

(r.x') [n'k) = (nk| S " (x, 1) [n'K) ) -

-

GW —
GW + Static Remainder =—

Zn0O

s s e —
500 1000 1500 2000 2500 3000
# DFT Bands in Calculation

Deslippe, Jack, ... S.G. Louie et al. Physical Review B 87.16 (2013): 165124. First done in work of Tiago and Chelikowsky.



Finite Momentum Excitons

. Q-0
- Optical absorption ~Im g, [9'
Q #0

— Optically inactive

@
- Energy loss ~ -Im ¢

— Important for exciton dynamics, relaxation,

Office of
Science




Finite Momentum Excitons

\/ . Ab-initio exciton bandstructure of MoS2

. Access novel physics:
2 . Nonanalytic dispersion due to 2D
—_———— P Coulomb interaction
. Valley quantum phase with valley
pseudospin winding number = 2

N
W
T
l

- Couples to longitudinal electric field

N
A
T
|

1s
'\ /

\
2.0F .

-0.08 000 0.08

Exciton Center of Mass Momentum
1

Q(A ")

Excitation Energy (eV)
N
N

Couples to transverse electric field

NEIMQGOY gff'ce of  D.Y.Qiu, T. Cao, and S.G. Louie, arxiv:1311.0963[cond-mat.mtri-sci] (2015). LUl
cience
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GW Parallelism

GW is an ideal case for Many-Core / Exascale. Many levels of parallelism can be exploited. Ideal
for many-core.

ng; @‘@) = dgo —v(q+G)

occ emp
x Y 3y M, (k(Q)G) M (K g)G)
n__n Ok
1 1 1
2 [ Bricra— B <B¥ 8 Fnerq— B KB 10

Inner Dimension of Hybrid MPI-OpenMP ZGEMM (OpenMP new to 1.2)
(OpenMP new to 1.2)

MPI Group Level Parallelization over Frequencies (New to 1.2)

Trivially parallelization over g points

U.S. DEPARTMENT OF Ofﬁce Of

EN ERGY Science e_;m:L‘Ag




Subsampling

Graphene
| | | |
= | |
QD 55 7 —e— Uniform sampling
=S 54 -+ —8— Subsampling method -
)
© 53 - _
>
D 52 4 -
=
S 51- -
- _ _
S 5.0
-"(%' 4.9 o R — ‘1’ _____ n
(- 256x256
E 4.8 - (256x256) (256x256) (256x256) (256x256) |
|_
4.7 I I I I
8x8 16x16 32x32 64x64
K-grid
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Simplified Final Loop Structure

'SOMP DO reduction (+:achtemp)
do my_igp = 1, ngpown <

do iw=1,3 <

scht=0D0
wxt = wx_array (iw)

do ig = 1, ncouls

'if (abs(wtilde_ array(ig,my i eps(ig,my _igp)) .lt. TOL) cycle

i

i

i

i

i wdiff = wxt - wtilde |

i delw = wtilde array(ig,my %
i

i

i

i

scha (ig) = mygpvarl * agsntemp(ig) * de * eps(ig,my_ igp)
scht = scht + scha(ig)
enddo ! loop over g
sch _array(iw) = sch_array(iw) + 0.5DO*scht
enddo

achtemp(:) = achtemp(:) + sch_array(:) * vcoul (my_ igp)

- ’_' U.S. DEPARTMENT OF Offlce Of

ENERGY Science

ngpown typically in
. 100’s to 1000s. Good |
. for many threads. ;

' Original inner loop. |
. Too small to vectorize! |

ncouls typically in !
1000s - 10,000s. i
Good for vectorization. |
Don’t have to worry ]
much about memory.
alignment. ]

Attempt to save work
breaks vectorization
and makes code
slower.

~

A
I}
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Computational Bottlenecks in MPP Rewrite

1. Compute via nxn' FFTs (N°® Step. Big Prefactor.):

M (k, q, G) = (nk+q| 4T [n'k)

Mgk, q {G}) = FFT ™ (6, ksq(r) * 0 i (1)

2. Compute sum via large ZGEMM (N* Step. Small
Prefactor. All to All Communication Done):

\G@f:0) = M(G,q, (7, 73k)) - MT (G, q(n, 7', k)

1
Where, M (G, q, (n,n,k)) = M,»(k,q,G) -
' \/Enk+q _ En’k

3. Matrix Inversion. ScaLAPACK




MPI Scaling of Epsilon Code:

Wall Time (Min)

350
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200
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(€]
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=
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Number of CPUs per g—point

Memory Required per CPU (GB)
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14}
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10}

"~ Memory per CPU =
00 200 200 800 1600 3200
Number of CPUs



Computational Bottlenecks

(Sigma GPP Option)

4. Manual loop reductions to compute sum for self-energy.
N3 x <number of bands of interest>

occC

(nk| Xsx(F) |n'k) Z Z ‘( —q, @@k, —q, @

n/l GG/

V(@) (1 —itandga(a))
(E En”k—q)Q_ wé(}’(q)

(k| Sen(E) [7k) = 5 37 3 Mgk —a, LGNk, ~a.4G)

n// qGGI

0% (a) (1—itan daar(a)) /
* 5 (@) (B — Evne—o— dae(q)) v(q+G)

dga’ + v(q+G’)

DHHAR TR SNDHERAR TASHDEHAR T4S
f2¥ AW - IA¥ b
“' ¥ \’i u L \! u L] \E



Things that prevent vectorization in your code N

Compilers want to “vectorize” your loops whenever possible.
But sometimes they get stumped. Here are a few things that
prevent your code from vectorizing:

Loop dependency:

do 1 =1, n
)

a(i) = a(i-1) + b(i)
enddo
Task forking:
do 1 =1, n
if (a(i) < x) cycle
if (a(i) > x)
enddo

ST,
£ I
;(\ @ 5

s

~
U.S. DEPARTMENT OF T A
Officeof ‘"1

ENERGY Science
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Application Readiness

e NERSC partnering with selected
projects (~20) to help prepare
application codes for Cori

NERSC Top Codes

e The program will provide:

— early access to NERSC-8 hardware and
testbed systems

zori

vorpal 7

— special vendor (Cray + Intel) training and  chamm, -
optimization sessions =

— NERSC Staff support and training

BerkeleyGW

< U.S. DEPARTMENT OF Ofﬁce of

ENERGY science




Things that prevent vectorization in your code NG

Example From NERSC User Group Hackathon -

(Astrophysics Transport Code)

for (many iterations) {
... many flops ...
et(i) = exp(outcomel)
tt(i) = pow(outcome?2,

for (many iterations) {
... many flops ...
et = exp(outcomel)

tt = pow(outcome2,3) | —® 3)
IN = IN * et +tt }
} for (many iterations) {
IN = IN * et(i) + tt(i)
}

30% speed up for entire
application!

Office of

AE R, U.S. DEPARTMENT OF
2\ /s H
Science




Failure of the MPI-Only Programming Model in BerkeleyGW

* Big systems require more memory. Cost scales as N_,_"2 to store the data.

% In an MPI GW implementation, in practice, to avoid communication, data is duplicated and
each MPI task has a memory overhead.

% On Edison, users sometimes forced to use 1 of 24 available cores, in order to provide MPI
tasks with enough memory. 90% of the computing capability is lost.

Overhead Data Overhead Data

Overhead Data

MPI Task 2 MPI Task 3

MPI Task 1

ER U.S. DEPARTMENT OF | (Office of

& ENERGY Science




What is GW+BSE

hole elec

‘N,S ZZAVC vb+|N 0 '+

Conduction
Band States

Valence Band
States

EQP EQP)Avck+Z VCkK6h|VCk Avck_QSAVCk

k'v'c'
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Epsilon/Sigma Improvements

Walltime (s)

BGW 1.0 vs. 1.1 Epsilon Performance BGW 1.0 vs 1.1 Sigma Performance
3500-
B MatrixEl. 70007 B Matrix Elements
B Summation B Summation
3000 B Inversion + Epsilon 10 6000- B Epsilon 0
B wNIo B wmNIo
. 5000
@
2000 -
Y 4000
E
=
1500 2 30001

1000+
0- 0~
BGW 1.0 BGW1. BGW 1.0 BGW 1.1
3552 cores per gpoint 1176 cores per k-point
- Performance improvements from: Estimated U0 Rate (Read+Witien, MB/Second)
| d stimate ate (Read+Written, econ —]

Parallel 10 (HDF5) —_— Theoraical Peak |

Vectorization 30,000

Memory-locality improvements I :: o:: 25

FFT Size/Performance Improvements Ok 5k 10k 15k 20k 25k 30K 35k

Rate (MBISecond)



NESAP Participation

Both PARSEC and BerkeleyGW are included in the top tier of the NERSC Exascale Science
Application Program

* Early access to hardware
— Early access on the full Cori system

* Technical deep dives
— Access to Cray and Intel staff on-site

— Multi-day deep dive (‘dungeon’ session) with Intel
staff at Oregon Campus

* User Training Sessions

— From NERSC, Cray and Intel staff on OpenMP,
vectorization, application profiling

— Knights Landing architectural briefings from Intel

U.S. DEPARTMENT OF OfﬁCe Of

/—\‘ A
/ ENERGY Science BERKELEY LAB




NESAP Advances with Cray, Intel and SUPER

Worked with Cray, Intel and
SUPER* to identify further
bottlenecks in BerkeleyGW
kernels.

Added additional layers of
cache-blocking to improve
locality. Important on Xeon-
Phi which lacks L3.

=2, U.S. DEPARTMENT OF Ofﬁce of

ﬂ% ENERGY & oharise * Collaboration with SUPER SciDAC Institute (J. Tilson, K. Huck, R.Fowler)

Walltime (s)

B 2 Socket Haswell

40
B 1 Knights-Corner

35

30

25

20

15

10

Haswell Orig Haswell Optimized Xeon-Phi Orig ~ Xeon-Phi Optimized

BERKELEY LAB




Memory Bandwidth Optimizations

What to do if your code is memory bandwidth bound?

1. Try to improve memory locality, cache reuse

Edison Node Roofile Based on Stream of 89GB/s and Peak Flops of 460 GFlop/Sec

. "Roofline —
5 . "Unbalanced Ceiling —
@ 1000 . thalantzed No SIMD Ceiling —— |
§ " '
E n / .
(5 u <> -
[} n
o 100 . -
m n
=
-.(E /:/
&' ]
10

Operational Intensity (Flops/Byte)

2. ldentify arrays leading to high bandwidth usage and make sure they are/will-be
allocated in HBM on Cori.
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