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A stabilized finite element flow solver (PHASTA) has been shown to scale to 3.1 million processes with it native solver but effort is underway

to incorporate FASTMath tools for adaptivity (MeshAdapt), partition improvement (ParMa and Chef) and linear equation solution (PETSc).
In this study, performance of standard PETSc and an improved versions that caches the communication of global assembly are compared.
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92B element mesh (with resp. 8B and 64B dofs) » Two solving levels where considered in this study than local matrix assembly and KSP solve
«  Strong scaling: from 256K to 768K cores (Mira) + “Loose” log(R/Ry)=-32 or 32 dB non-linear residual reduction + Setup time is roughly 3x subsequent use but still faster than standard way.
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« For 1 MPI process per core: scaling factor 1 = perfect scaling layer adaptation followed by uniform refinement + Evaluate other preconditioners available in PETSc

« For 2 or 4 MPI processes per core: scaling factor means acceleration wrt. (MeshAdapt)=>0.5 Billion element mesh. + Coordinate with adaptive meshes.

MPL process per core (ase 256k cores 1MPI) More Information: http://www.fastmath-scidac.org or contact Lori Diachin, LLNL, diachin2@IInl.gov, 925-422-7130
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