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Muelu is a multigrid library in Sandia’s Trilinos project and is designed to be flexible, easily extensible, and efficient on emerging architectures.

Design overview

AMG in Uncertainty Quantification Application impact: MHD simulations
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For instance, one can:
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More Information: http://www.fastmath-scidac.org or contact Lori Diachin, LLNL, diachin2@lInl.gov, 925-422-7130
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