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— We want a concise way to express application communication demands : g ad | PAPI (Performance Application Programming Interface) provides the tool designer s Simple tool for performance experiments and T O = - [—
— E.g,, f’3D Nearest Neighbor, broadcast, and reduce” instead of communication f o f o and application engineer with a consistent interface and methodology for use of associated analysis % The Roofline model provides a visually-intuitive approach to analyzing application performance. | —
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Automated search using a library of patterns to identify collection of parameterized Lol » Automates tedious and error-prone tasks - Expandable by including ILP, DLP, TLP, cache, and memory access pattern effects 2
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patterns that best explains oI’oserved comm.unlca.tlon | B —— G ] R MORE * Selecting performance counters (minimize # « To date, application of the Roofline has been challenged on four fronts... R ST
— Adopts idea from astronomy’s sky subtraction: given an image, remove the known to i T —. S — i | | HpCToolkit of experiments required) iy
make it easier to identify the unknown T — T Il CE R OpeniSpeedShop P q = [t requires a model of processor microarchitecture. Many researchers often lack the computer architecture background to create such a model.
. . . _ , _ '(. .)l e SR o aRSEC * Using available measurement tools: PAPI, = |t requires accurate monitoring of kernel execution including DRAM data movement, SIMDization, ILP stalls, use of TLP, etc... This information is difficult to
— Input is communication matrix, e.g., as collected by the Oxbow version of mpiP (http://oxbow.ornl.gov) e s TAU HPCToolkit Open | SpeedShop extract from some tools and impossible to gather from some processors.
— Each search step involves recognizing a pattern, scaling the recognized pattern as large as possible, and removing - —— S-S ! o o = |t requires estimates of the data movement and computational requirements of each numerical kernel. e.g. what is the minimum data movement and
the scaled pattern to produce a communication matrix containing as-yet-unrecognized communication behavior e = = ||= B [ p— * Setting up the environment for each tool, computation each kernel requires? Within each kernel, is there any inherent DLP or ILP? Since existing tools are unable to extract these parameters, the
e — e e managing sequential and batch para”el jObS model requires application scientists be knowledgeable of both computer architecture and application software (a rare combination).
Recognizing and removing the contribution of a 2D nearest neighbor pattern in a synthetic on different architectures = Visualization of the model was left to the user. In practice, this varied from whiteboard doodles, to elaborate GNU and MATLAB plots.
communication matrix. This represents one step in a search-based approach. I I u . . : -
s e fasrep P! PP = PAPI FEATURES /l\ _ _ - _ _ % To that end, SUPER and FastMath have collaborated on developing a Roofline Toolkit to facilitate use of the model.
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S?d:m% { W?M Standardized Performance Metrics based on Samphng results Initial ERT Release + Proxy real-world applications...
i, _ _ INeae D Easy Access to Platform-Specific Metrics * Configuring access to databases (e.g. «* Initial ERT release focused on characterizing and + MPT+OpenhP implementation highlighis ény;nmtended NUWAssues.
i = @ B Multiplexed Event Measurement TAUdb) ubloadine dat visualizing the Flop/DRAM Roofline on CPU architectures. " Compiled C code (can the compiler SIMDize’?)
RS | T\ SR\ e ——— ), uploading data | | | | = Streaming (throughput-oriented) behavior with ample ILP, DLP, TLP
- ISpatch on uvertiow e Reusable and extensible analyses that are » Peak flops (using polynomial amenable to FMA instructions) < Roofline Visualization. ..
e T zwe o jd” 20 Overflow & Profiling on Multiple . . » Bandwidths and capacities for each level of memory and cache
« Search Results Tree a hebiiria i fontd5) Simultaneous Events easy to understand; comparisons across & RUNS 0N = Simple, portable Roofline chart viewer tool
— Communication matrices at nodes ol s AN o Search results tree for Bindings for C, Fortran and Matlab " VenIdEOftHW_/ multiple code versions = Eclipse integration
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* Initial communication matrix associated with tree root i Cb @ e Nodos are lobeled glsa% D&flggble_fl_\/lel\tﬂrlc;sderlved from OS/Kernel e https://github.com/HPCL/autoperf.git (Mira), Power7 and Power8 " Access to Roofline chart data stored in shared database
— Recognized, parameterized patterns label edges B = i T with residual of e petliy QoS . , : T .
e , - . . I e associated e s **»Example: Studying the effects of optimizations on a Beyond the Textbook Roofline Model
Child node’s matrix is result of subtracting recognized <D, @ @ @ o G t4 lication (Si lifiedCalorimeter) iled
pattern from parent’s matrix e ST Triangles indicate portions i Perforlmaane Cguntﬁr monithingpatF;gEIE €an (app ication .lmp ne 3 dalofime erd Cﬁmp' € | <» Nominally, Roofline is a throughput-oriented (streaming) performance model on a single level of memory or cache.
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Z\elgfcnhi:!?ﬁzc;d; |:haedghei?dto tree, recursively apply for space. < Measure Component level power & y o P - y “ In reality, architectures have multiple levels of memory and applications have hierarchical working sets.
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. = Set power bounds within a HPC execution ~ % of ...t < Thus, reuse, bandwidth, and working set sizes are important metrics in understanding performance.
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— Residual of matrix is total amount of communication volume represented in matrix _COMMUNIGATIONS "y Stalls per instruction vs total L ¢ | “+ Expanded Roofline to capture performance on a two-level memory as a function of reuse and working set size...
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Wher? Sea_rc,h complgtes, path frc?m root to leaf with smallest residual indicates collection of patterns that best - cycles: -O2 unexpectedly « = GPU performance is highly dependent on use of shared vs. cache (application writer must choose implementation on kernel by kernel basis).
explain original matrix {red path in example search results tree) o o AMD _, increases stalls per instruction g .| A . = CPUs are much faster than GPUs in some regions. . STy s e, Sl e Solenyeemeyy T SOl oy T
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— Communication matrix collected using Oxbow’s mpiP for 96-process LAMMPS run of EAM benchmark on Keeneland »  Sampling support for cache and Tools/  1€Chnology Integration NGB S S B S e large working sets (>4MB) with high temporal locality N erogked Ho Gete Cops) Uniied Mermory Managément (Zoro Cop Page-o6ked Host (Explt Co
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— Basically a 3D Nearest Neighbor pattern, but detected as imperfect (red circle in last figure) prm—— . lsourcj’ ?tency’ eLc. dard Haagryvs Performance \\ Integration _Oog( ellow) = Unified memory behaves like explicit management getting a - o HeE S - =8
o . . ' . -nten ed to provide a standar mpiP ~ End-to-end Ontemiontion Y benefit from temporal locality, but is 3x slower. 3 S L e g N o3
* Pilot implementation: Python-based using NumPy and SciPy matrix support .. Intel PEBS-LL AMD IBS interface to data needed for RCRToolkit NModel P = It seems explicit management of data movement and 5 s 5 o E 5 L
— Pattern recognizers/generators are Python classes gfd“ﬁAﬁriﬁfZZﬁ‘;f,”ce analysis PBound odene locality is still required on Titan - I 2 I 8
* Many-to-many, Broadcast, Reduce, 2D Nearest Neighbor, 3D Nearest Neighbor, 3D Wavefront (sweep) from a corner, Random (generate ———— P Roofiine 4 ene SciDAC 1 67 827 sa s 1 1 s7 st 7e 1m0
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