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The standard model of particle physics accounts for all known experiments and 
underlies all physical phenomena.  Most particle physicists believe that it is the “low”-
energy approximation to a more exact still higher energy theory.  The central goals of 
particle physics today are to test the limits of validity of the standard model and to 
search for evidence of new physics beyond it.  Experimentalists at the LHC in Geneva 
will spend the rest of the year investigating whether the recently discovered “Higgs-like” 
particle is in fact the Higgs in its simplest form, the last undiscovered particle of the 
standard model, or whether it has different properties and is part of some more 
complicated theory not yet discovered.

Quantum Chromodynamics, or QCD, is the theory of the strong nuclear forces.  It 
explains the properties of the proton, neutron, and the other hadrons in terms of the 
underlying theory of quarks and gluons.  In most cases, QCD cannot be solved by the 
ordinary analytic techniques of quantum field theory.  By formulating QCD on a space-
time lattice, large-scale numerical simulations can be used to make predictions 
numerically.
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Lattice QCD plays a crucial role in the central program of particle physics in two ways.  
The Intensity Frontier experimental program aims to use higher and higher intensity 
experiments at medium energies to make increasingly precise searches for deviations 
from the predictions of the standard model.  Lattice QCD calculations are essential for 
relating the fundamental properties of quarks and gluons to the observed decays and 
mixings of the hadrons.  Energy Frontier experiments at the LHC are searching for 
direct evidence of new particles belonging to new physics beyond the standard model.  
Models of new physics typically involve new strongly interacting sectors with new gauge 
groups and new types of matter particles.   Lattice gauge theorists are beginning to 
investigate such theories using lattice gauge theories with gauge groups other than the 
SU(3) of QCD and with matter particles in new representations of these groups.

The USQCD SciDAC program in particle physics. 

The USQCD Intensity Frontier program requires lattice QCD calculations of ever 
increasing precision to match the increasingly precise experiments.  This requires 

development and deployment of improved 
algorithms, and the porting and optimizing of 
USQCD code to the latest and most capable 
hardware, such as the Blue Gene/Q and GPUs.

A fundamental component of the USQCD code 
base developed under SciDAC-1 and 2 is the 
QCD-API (left).  It contains modules specific to 
QCD, such as QLA, a library of routines for 
performing linear algebra operations among the 
SU(3) matrices of QCD and the complex three-
vectors representing quarks.  The USQCD 
Energy Frontier software programs is extending 
this API to include modules for new gauge groups 
and representations beyond those found in QCD.

Collaborations and links to SciDAC Institutes

Work on multigrid algorithms is being performed in cooperation with the FastMATH 
SciDAC institute.  The optimization of software for specific compute platforms is being 
coordinated with development teams of hardware manufactures at IBM, INTEL and 
NVIDIA.  The teams in IBM and NVIDIA include trained lattice gauge theorists.

The software development performed by this project is coordinated with that of the 
Scidac-3 project ''Computing Properties of Hadrons, Nuclei and Nuclear Matter from 
Quantum Chromodynamics''. Both projects are part of the software development effort 
of the USQCD Collaboration, which consists of nearly all of the high energy and nuclear 
physicists in the United States working on the numerical study of lattice gauge theories. 
All software developments will be made publicly available through the USQCD 
collaboration WEB page (http://www.usqcd.org).

4 SciDAC-1 and SciDAC-2 Software and Algorithm Accomplishments

Figure 3: Levels of the QCD API

Under its SciDAC-1 and SciDAC-2 grants, the USQCD

Collaboration developed software and algorithmic infras-

tructure for the numerical study of lattice gauge theo-

ries. This work was carried out jointly by high en-

ergy and nuclear physicists within USQCD, in col-

laboration with applied mathematicians and computer

scientists. The software and its documentation is

publicly available at the USQCD software web site

http://www.usqcd.org/usqcd-software. The code has been

widely adopted within the United States, and is used exten-

sively abroad. It has been instrumental in our effective use

of leadership class computers, and of the dedicated com-

puters funded for USQCD through the LQCD Computing

Project. The committees which review our hardware pro-

gram on a yearly basis have consistently emphasized the importance of the work done under our SciDAC

grants, and the need for their continuation. The work proposed for SciDAC-3 builds upon our accomplish-

ments under our two SciDAC grants, so we briefly summarize them here.

4.1 The QCD Applications Programming Interface

Under our SciDAC-1 and SciDAC-2 grants, the USQCD Collaboration created the QCD Applications Pro-

gramming Interface (QCD API), a unified programming environment that enables its users to quickly adapt

existing codes to new architectures, easily develop new codes and incorporate new algorithms, and preserve

their large investment in existing codes. It has greatly facilitated the efficient use of leadership class com-

puters and commodity clusters. The QCD API was developed as a layered structure which is implemented

in a set of independent libraries. It is illustrated in Fig. 3, which shows the three levels of the API and the

application codes that sit on top of them. Extensions to these libraries and the maintenance of the API code

is an ongoing activity as computer architectures and algorithms change. The API is a critical software un-

derpinning for all of our community application codes, which requires maintenance, testing, version control,

documentation and distribution.

Level 1 provides the code that controls communications and the core single processor computations. To

obtain high efficiency, sometime much of this layer has to be written in hardware specific assembly language;

however, versions exist in C and C++ using MPI for transparent portability of all application codes.

Message Passing: QMP defines a uniform subset of MPI-like functions with extensions that (1) partition the

QCD spacetime lattice and map it onto the geometry of the hardware network, providing a convenient ab-

straction for the Level 2 data parallel API (QDP); (2) contain specialized communication routines designed

to access the full hardware capabilities of computers, such as the Blue Gene line, and to aid optimization

of low level protocols on cluster networks. New versions are developed as needed to accommodate chang-

ing architectures and algorithms. For example, as discussed below, hooks to combine message passing and

threaded code are being added, as is the ability to work with multiple lattice geometries, which is needed for

multigrid and domain decomposition algorithms.

Linear Algebra: All lattice QCD calculations make use of a set of linear algebra operations in which the

basic elements are three-dimensional complex matrices, elements of the group SU(3). These operations are

local to lattice sites or links, and do not involve interprocessor communications. The C implementation has

about 19,000 functions generated in Perl, with a full suite of test scripts. The C++ implementation makes

considerable use of templates, and so contains only a few dozen templated classes (the required specific
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The SciDAC Layers and the software 
module architecture, http://
www.usqcd.org/usqcd-software/ .
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