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Over the next five years (2012–2016), computational scientists working on behalf of the Department of
Energy’s Office of Science (DOE SC) will exploit a new generation of petascale computing resources to
make previously inaccessible discoveries in a broad range of disciplines including chemistry, fusion energy,
materials science, and physics. The computational systems underpinning this work will increase in perfor-
mance potential from tens to hundreds of PFlop/s, and will evolve significantly from those in use today:
concurrency will scale exponentially; accelerators such as graphical processing units (GPUs) will be uti-
lized; and even the memory hierarchy will change with the incorporation of a new generation of persistent
devices (e.g., phase change memory). To ensure that DOE’s computational scientists can successfully ex-
ploit this emerging generation of leadership-class computing systems, the University of Southern California
(USC) has assembled a broad team of computer scientists with the expertise to address their most pressing
challenges: (a) end-to-end performance optimization, including single-node performance, interprocessor
communication, load balancing and I/O; (b) performance portability for new systems, including heteroge-
neous processors and new memory hierarchies; (c) management of energy consumption; and (d) resilient
computation.

The organization and goals of this SciDAC-3 institute are based on the collective experience that our team
members have acquired over the past ten years of SciDAC. We have chosen to organize a broadly-based
project with expertise in compilers and other system tools, performance engineering, energy management,
and resilience as all of these require skills in measurement, source analysis, and performance modeling and
optimization. Leadership within SUPER is distributed to reflect this broad range of expertise, as reflected
below in the table of investigators. We will follow the successful strategy developed in the SciDAC-2 Perfor-
mance Engineering Research Institute (PERI) of developing interfaces between tools, integrating them, and
applying the resulting synergistic apparatus to real DOE applications. This approach will produce a robust
and comprehensive end-to-end application optimization infrastructure that would otherwise be beyond the
reach of any one research group. Our strategy does not merely encourage collaboration between DOE SC’s
computer science investigators, it demands such interactions, further stimulating our research work.

To maximize the impact of our research and engagement activities on DOE’s computational science com-
munity, we will adopt a two-pronged strategy. First, we will work with DOE computing centers and their
vendors to integrate, deploy, test, and document tools that automate, streamline, and integrate end-to-end ap-
plication and system measurements and analysis. Second, we will follow the proven strategy from PERI of
actively engaging computational teams in other scientific disciplines with both long-term liaisons that exploit
proximity and prior history to work effectively. It is our goal to identify such liaisons with the SciDAC-3 SC
Application Partnerships. Through such direct engagement with SC Application Partnerships, we expect to
apply the most advanced autotuning and multi-objective optimization techniques to DOE’s most strategic
applications, thus pushing the envelope on both computer science and computational science advances on
emerging petascale platforms.



Collaborating Institutions and PIs:

Institution PrincipaI Investigator(s) E-mail Contact Phone Contact
Argonne Nat. Lab. Paul Hovland1 hovland@mcs.anl.gov 630-252-6384

Boyana Norris norris@mcs.anl.gov 630-252-7098
Stefan Wild wild@mcs.anl.gov 630-252-9948

Lawr. Berkeley Nat. Lab. David Bailey2 DHBailey@lbl.gov 510-495-2773
Lenny Oliker loliker@lbl.gov 510-486-6625
Samuel Williams SWWilliams@lbl.gov 510-486-5936

Lawr. Livermore Nat. Lab. Bronis de Supinski3 bronis@llnl.gov 925-422-1062
Daniel Quinlan dquinlan@llnl.gov 925-423-2668

Oak Ridge Nat. Lab. Gabriel Marin maring@ornl.gov 865-241-8065
Philip Roth rothpc@ornl.gov 865-241-1543
Patrick Worley4 worleyph@ornl.gov 865-574-3128

U.C. San Diego Laura Carrington5 lcarring@sdsc.edu 858-534-5063
Ananta Tiwari tiwari@sdsc.edu 858-822-0886

Univ. of Maryland Jeff Hollingsworth hollings@cs.umd.edu 301-405-2708
Univ. of North Carolina Rob Fowler rjf@renci.org 919-445-9670
Univ. of Oregon Allen Malony6 malony@cs.uoregon.edu 541-346-4407

Sameer Shende sameer@cs.uoregon.edu 541-346-0850
Univ. Southern Calif. Jacqueline Chame jchame@isi.edu 310-448-9301

Pedro Diniz pedro@isi.edu 310-448-8246
Robert Lucas7 rflucas@isi.edu 310-448-9449

Univ. of Tennessee George Bosilca bosilca@eecs.utk.edu 865-974-6321
Jack Dongarra dongarra@eecs.utk.edu 865-974-8295
Shirley Moore shirley@eecs.utk.edu 865-719-0701
Dan Terpstra terpstra@eecs.utk.edu 865-974-0293

Univ. of Utah Mary Hall8 mhall@cs.utah.edu 801-585-1039

1 Optimization
2 Outreach and tutorials
3 Resilience
4 Application engagement
5 Energy efficiency
6 Tool integration
7 Institute director
8 Automatic performance tuning

i


