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Computer Science (CS) is largely focused 
on the care and feeding of the electronic devices 
our societies have come to rely upon, ranging 

from personal computers to mobile devices and embed­
ded identification chips. Throughout this paper, we follow 
the CS definition given in Denning et al. (1989): “Computer 
science [...] is the systematic study of algorithmic 
processes—their theory, analysis, design, efficiency, imple­
mentation, and application—that describe and transform 
information” (p. 16). The range of possibilities for research 
on these tools, given this definition, is vast and increas­
ingly complex from a human subjects perspective. CS 

research might be empirical, theoretical, or some combi­
nation of the two, and encompasses a broad range of re­
search areas, ranging from studies on systems and/or data 
security to the construction of virtual reality and artificial 
intelligence (ACM, 1998). 

In the brief history of the discipline, relatively little CS 
research has directly involved human subjects as defined 
by the United States federal research regulations (45 CFR 
46 [102]), which define a human subject as “a living in­
dividual about whom an investigator (whether profes­
sional or student) conducting research obtains (1) Data 
through intervention or interaction with the individual, 
or (2) Identifiable private information.” 

There are two important implications of this. First, CS 
research does not readily fit into extant research ethics 
guidelines or review models that were developed primar­
ily for the medical/biomedical and social sciences. 
Second, CS researchers themselves may not fully under­
stand or believe that their projects align with the same 
ethical concerns that pertain to human subjects, such as 
the minimization of risk or harm to individuals, confi­
dentiality, privacy, and just recruitment methods. CS 
research, broadly conceived, is concerned with systems 
and processes, and the connection to individuals may 
not be directly evident. The connection between a dis­
parate piece of data and a human subject may, indeed, 
be a stretch. But, as the line between human and data 
continues to blur, especially in the realms of CS research, 
it is important that we consider the relationship between 
current ethics guidelines and regulations in light of CS 
research, so that we ensure that such research is con­
ducted with a strong understanding of broadly accepted 
ethical standards. Those standards are grounded in med­
ical and biomedical perspectives, and have grown out of 
the U.S. regulatory context which, in turn, grew out of 
the research atrocities of Nuremberg and Tuskegee. From 
the National Commission for the Protection of Human 
Subjects of Biomedical and Behavioral Research and the 
Belmont Report, three foundational principles of re­
search ethics emerged: respect for persons, beneficence, 
and justice. 

As empirical research on human subjects grows in the 
computer sciences (Moløkken-Østvold, 2005 and Hall & 
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Flynn, 2001), these three principles must be examined 
in the context of the CS discipline and its research prac­
tices. The subdiscipline of HCI (Human-Computer 
Interaction) is obviously an area where researchers have 
considered human subjects concerns, and have adapted 
to the review framework of research ethics boards (REBs) 
in their presentation of the risk-benefit, consent, and 
recruitment aspects of their research. But, increasingly, 
data aggregation, transaction log analyses, and data min­
ing processes implicate human subjects, and these forms 
of research do not fit readily into the typical regulatory 
framework. As such research expands, forms of data be­
come more representative of, and more fitting to, human 
subjects, sometimes unwittingly and unintentionally. 

For example, a current research project at Carnegie 
Mellon includes building hallway robots that capture 
data about passersby (Sweeney, 2003); research that ex­
amines and captures human movements in the forms of 
geocoding or geolocation-based stamping (Krieger et al., 
2005); research on implantable medical devices (Dittrich, 
Bailey, & Dietrich, 2009); and research that uses such 
tools as Google Earth images as forms of qualitative data. 
Researchers across disciplines are grappling with the 
myriad human subjects–related implications for such 
emergent computer technologies. For instance, Myers 
(2010) has accurately noted that, “Along with the con­
cern about dehumanization of research subjects is the 
simple fact that the people captured by Google’s satellites 
have no say in the recording of their persons and proper­
ties and no say in their online representations” (p. 10). 
Researchers across disciplines, including CS, are experi­
encing novel forms of “personhood” in the guise of ava­
tars, bots, and artificial agents,1 many of which are 
actively involved in the research enterprise itself: Avatars 
research other avatars, bots scrape data from websites, 
artificial agents can act morally or immorally, or can en­
gage in ethical or unethical research (Floridi, 2004, 
2010). Albrecht (2009) has provided a strong philosoph­
ical argument supporting the notion that avatars do meet 
standards for human subjects based on a Kantian analy­
sis. She argues that an avatar is rational, behaves hu­
manly, interacts with other rational individuals of the 
same kind, and as an individual, ought to be treated as 
an end in himself or herself and not as a means to some 
other end; that is, as a human. 

These brief examples indicate that CS research is di­
verse, evolving, and directly challenging notions of 
human subjects research. CS is, moreover, interdisciplin­
ary and international or transborder in scope and reach, 
and thus CS research is a varied and diverse field in 
which legal, ethical, and policy concerns can and most 
certainly do arise at multiple junctures or moments. 

While disciplinarily distinct, CS may share more com­
monalities with Internet research at the current time in 
terms of its alignment with REBs. 

In the past ten years, REBs across the United States and 
abroad have been focusing on Internet research, as more 
research is conducted through the Internet. For example, 
REBs have been evaluating studies involving online in­
formation collection via online surveys, studies of how 
people use the Internet, online ethnography, online in­
terviewing, and uses of online datasets, databases, data­
banks, and repositories. However, in a study of 700 
U.S.-based REBs, Buchanan and Ess (2009) found that 
few boards were reviewing research from CS depart­
ments. The majority of online or Internet-related proto­
cols were received from social sciences and medicine, 
with the fewest coming from the arts and humanities and 
engineering/applied sciences. The types of ethical chal­
lenges reported most frequently by respondents con­
cerned issues around data storage, access and retention 
in cloud space, encryption of data, privacy, and concerns 
of data security. In many cases, Buchanan and Ess found 
that REBs did not know exactly what issues to consider 
as problematic or potentially harmful. IP addresses, 
clouds, worms, and bots are not part of the standard vo­
cabulary of human subjects research protections.2 For 
example, one respondent commented that “most REB 
members don’t have degrees in CS,” while another re­
spondent noted, “I would suggest that all of the REB 
concerns should be discussed with IT professionals and 
have a set of standards developed for REB members/ 
professionals to follow. We must remember the turnover 
rate of REB is high so this standard would help PIs and 
the REB stay consistent.” To this end, Buchanan and 
Hvizdak (2009) have suggested that boards retain such 
an expert member from an IT unit or from the CSs. In 
subsequent research, Buchanan and Ess found that a 
small number of REBs were bringing in an IT expert or, 
in one case, a computer scientist with an expertise in 
security, to their membership. In this particular case, the 
university was located in an area of large-scale tech com­
panies with robust CS research efforts. The board felt it 
necessary to have a specific member of the board well 
versed in online research, and specifically CS research to 
“[teach] the board a new vocabulary and [explain] the 
hard-core tech research to the rest of us so we know what 
to look for.” 

While Internet research poses ethical quandaries con­
cerning anonymity, pseudonymity, identification, con­
sent, and virtual harms (see, for example, Buchanan, 
2010; Buchanan & Ess, 2009), CS research presents sim­
ilar ethical concerns, but the direct impacts on human 
subjects may be less evident and harder for an REB to 
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see immediately (as will be illustrated subsequently). 
Harm, or risk, may be further “downstream” in CS 
research than in other disciplinary forms of Internet 
social-behavioral research, such as studies coming out 
of communication, mass communications, or anthropol­
ogy, where an individual or a community is the direct 
focus of a study. In those contexts, there is a subject who 
is being interviewed or observed or surveyed; or an in­
dividual or a community’s postings are a data source. 
Risk is presented in traditional forms, such as discomfort 
with answering questions, inconvenience with the time 
involved in research activities, risk to reputation, and 
similar potential harms. Certainly Internet-based social-
behavioral research runs along a continuum, where sen­
sitive information may be collected from a higher risk 
population, such as online ethnographies from 
pro-anorexic (Dias, 2003) or cutting/self-mutilation 
websites. Risks go beyond data and privacy, and also in­
clude availability, integrity of data, and information sys­
tems (Aycock et al., 2011). However, much Internet 
research reviewed by REBs falls under exempt or mini­
mal risk (Buchanan & Ess, 2009). 

Confusing REBs even further, as they review protocols 
from both the novel realms of Internet research and CS 
research, is the subdiscipline of computer security. 
Computer security is defined less precisely than the larger 
realm of CS, and intersects a variety of disciplines, such 
as applied security, cryptography, number theory, psy­
chology, and law. It is a subdiscipline that grew out of 
larger CS interests in privacy, encryption, fault-tolerance, 
and access control in the late 1960s (Bell & LaPadula, 
1973). The emergence of networked computers and 
shared resources among computers has contributed to 
an active computer security field. 

Simson Garfinkel (2008) directed attention to the 
complex relationship between computer security and the 
role of the REB: “As more security researchers turn their 
attention to usability and other human factors issues, 
many are surprised to discover that they must comply 
with regulations governing the use of human beings as 
experimental subjects” (p. 1); the “Common Rule, as 
written, clearly applies to much work in the field of us­
ability, psychology and security” (p. 5). While no seminal 
definition of computer security research has yet been 
agreed upon, the realm of security research has been 
identified, and includes research that evaluates, detects, 
and prevents malicious software, and studies denial of 
service attacks, phishing, and botnet attacks3 (Dittrich, 
Bailey, & Dietrich, 2009, 2011; Kenneally, Bailey, & 
Maughan, 2010). 

Although ethical issues have long lingered in the 
background of CS in general, and computer security in 

particular, bringing them to the forefront is crucial as 
empirical research is on the rise, and as human subjects 
become more clearly identifiable in these forms of re­
search. In response to Garfinkel’s 2008 assertion, there 
has been active response from the security field itself. 
Recent workshops (e.g., The Workshop on Ethics in 
Computer Security Research [WECSR], 2010, 2011) 
have demonstrated that human subjects ethical stan­
dards are not universally accepted within the security 
community at the present time. 

The remainder of this paper has two goals: (1) to draw 
attention to the potential human subjects research ethics 
principles that might be underapplied or misapplied in 
computer security research, and (2) to explore how rap­
idly changing technologies might necessitate reconcep­
tualizing human subjects research ethics review. We 
question the appropriateness of extant REB models to 
emerging forms of computer security research. There 
have been few empirical studies of REB review practices 
with CS research that could illuminate these issues. Thus, 
this paper is offered as a preliminary theoretical analysis, 
with suggestions and recommendations for best prac­
tices based on anecdotal and professional evidence col­
lected and experienced by the authors, all of whom have 
expertise in the CS and REB environments. We briefly 
explore relevant literature before presenting three ex­
amples of computer security research that include human 
subjects ethics issues, and we seek to respond to the fol­
lowing research questions: 

1.		 Do current guidelines and regulations adequately 
address the unique issues in these computer security 
examples? 

2.		 What best practices can be adopted by REBs in order 
to respond to these novel cases? 

Research Framework: CS, Ethics, and REBs 

Codes of professional ethics and practice have long 
guided the CS discipline, including those of the 
Association of Computing Machinery (ACM) and the 
Institute of Electrical and Electronics Engineers (IEEE). 
Discussion and analysis of these codes is well docu­
mented in the literature and is not our focus (see 
Tavani, 2011; Gotterbarn, Miller, & Rogerson, 1999; 
Johnson, 2009). Those codes are appropriate and ade­
quate in their treatment of largely nonhuman subjects 
research ethics issues, such as professional duties, copy­
right, plagiarism, falsification/fabrication of data, peer 
review, publishing practices, and conflict of interest, 
among other core issues of research integrity. However, 



    

  

 
 

 
 
 

       
 

         
         

         

        
 

      
 

 
       

 

      

      
       

       
      

       
    

       

       
 

         

 
       

 

       
        

        
          

          
 

          
       

          

         

        
           

       

      
 

        
       

 

         

 
 

 

      

74 E. Buchanan, J. Aycock, S. Dexter, D. Dittrich, E. Hvizdak 

as more CS in general and security research in particu­
lar explicitly involves human subjects, it is important to 
acknowledge the larger framework of research ethics 
grounded in human subjects models. Regulations spe­
cific to human subject protections were not written 
with an eye to technology-specific research, nor should 
they be. They are meant to apply across disciplines, 
grounded in the basic tenets of justice, beneficence, and 
respect for persons. But as REBs begin to apply these 
regulations to unique forms of computer security re­
search, challenges arise quickly. There are disciplinary, 
jurisdictional, and temporal constraints that impede an 
easy alignment between CS and computer security re­
search, broadly conceived, and human subjects ethics 
models. 

Hall and Flynn (2001) conducted a survey of CS depart­
ments in the United Kingdom regarding human subjects 
research ethics in software engineering (SE) research with 
a response rate of 47% (44 department heads). A low num­
ber (36%) of respondents indicated that they found the 
monitoring of ethics in empirical research important, and 
59% responded that their university does not require any 
software engineering research to gain ethical approval. Even 
with ethical approval processes in place, very few indicated 
that they were confident that all projects that needed ap­
proval were being submitted. Some responded that it is up 
to the individual to monitor his or her own research for 
ethics. With few formal approval processes in place and a 
low expectation that researchers monitor their own proj­
ects, it is questionable if and how this research is being 
monitored at all. Wright (2006) most aptly divides this 
monitoring into three possibilities: (1) strict guidelines, 
(2) self-regulation, and (3) informed self-regulation. 

In contrast, many Canadian university CS researchers 
are funded by the Natural Sciences and Engineering 
Research Council of Canada (NSERC), a national fund­
ing body, and NSERC, along with related funding orga­
nizations, makes ethical research guidelines very clear 
(CIHR, 1998, 2010). Even then, however, some security 
research falls through ethical cracks. 

Problems with obtaining REB approval for phishing 
research in particular have been discussed by Finn and 
Jakobsson (2007) and Jakobsson, Finn, and Johnson 
(2008). Phishing is the theft of sensitive information, 
such as account names, passwords, and banking infor­
mation, often collected using deceptive e-mail messages 
(APWG, 2010). Finn and Jakobsson sought to research 
how individuals respond to phishing attempts, which is 
an urgently important question as more individuals are 
exposed to phishing attempts and as more identifiable 
information is stolen in online venues. The researchers 
asked: “Does a phishing experiment that deceives a 

subject and exposes the subject to a fake phishing attack 
adversely affect the subject’s rights or welfare?” (2007, 
p. 7). Their experiments and subsequent dialogue with 
their REB focused on the major issues of risk, harm, 
waiver of consent, and debriefing procedures. The prac­
tice of phishing often crosses jurisdictional boundaries, 
and correspondingly, research on it may too. This brings 
into play international research ethics, and REBs must 
be prepared to look at these jurisdictional issues as they 
do in other forms of research in international settings. 

Given the urgency surrounding such security risks and 
attacks that impact society, much security research may 
align more readily with emergency or disaster research 
protocol review. While Finn and Jakobsson did not make 
this analogy explicit, they note that “A very important 
issue in this research is the timeliness of the study in 
regard to the current types of actual phishing attacks, in 
terms of the REB review process, and in terms of arriving 
at an approach that adequately addresses the legal issues” 
(p. 19). Hall and Flynn (2001) also found that the time 
to approval was problematic and provides a significant 
dis-incentive for researchers not only to carry out em­
pirical research but also to submit it for approval (p. 313), 
a sentiment echoed by Singer and Vinson (2001). While 
approval might not be necessary, or the researcher may 
not want to go through the approval process, it might 
also be a case of the researcher not recognizing that the 
project is human subjects research; while some may 
argue that their studies are in fact only carried out for 
development and not for “research” purposes, the line 
between the two is not always clear (Lethbridge, 2001). 

In addition to these temporal considerations, Lung 
et al. (2008) indicate that replication studies prove prob­
lematic if the original study did not obtain or need REB 
approval; if approval is needed from the university in 
which the replication study is being performed, some 
aspects of the original study might not make it past the 
REB and it would no longer be a true replication. For 
example, if an original study paid participants, but a re­
search board does not permit this for a replication study, 
it may become too difficult to recruit subjects. 

A final point to keep in mind when judging the rele­
vance of an REB to CS research is that modern computer 
technology is very egalitarian. Unlike other disciplines 
such as medicine, a great deal of CS research is con­
ducted by people outside a university or research labora­
tory environment; for example, there are numerous 
self-styled researchers in the field of computer security, 
some unaffiliated completely, others working for indus­
try. While we do not mean to imply that these nontradi­
tional researchers are not concerned with ethical 
behavior, or that they are not acting ethically, it is fair to 
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say that they are not required to submit to an REB. They 
may, however, be subject to other laws and regulations 
related to data privacy and/or data security laws; their 
contractual constraints may be more binding than the 
regulatory stamp of an REB. The relevance of emergent 
frameworks such as those presented by Ross et al. (2009) 
on community-based participatory research hold prom­
ise for alternative models for researchers who are not 
institutionally based. 

Three Case Examples 

Each of the following examples of computer security 
research has potential human subjects issues embed­
ded. These cases typify the disciplinary, temporal, and 
jurisdictional ethical challenges noted above. The au­
thors recognize the complexity in these cases, and to 
some end, that is intentional. While every effort was 
made to present them in a straightforward way for non-
computer security readers, the intricacies and difficul­
ties in identifying the subject versus the data, and the 
research versus the process of security work, speak to the 
need to bridge the gap between security researchers and 
REBs. While a reader may not completely understand 
the intricacies of each case, the subsequent discussion 
will elucidate the human subjects ethics concerns. 

CaSE 1 

Some researchers within computer security engage in 
proactive threat research, examining potential com­
puter security threats along with their defenses before 
the threats are seen “in the wild” on people’s computers. 
The ethics of conducting such research is a substantial 
topic in itself and has been preliminarily explored by 
Aycock and Maurushat (2007); Aycock and Sullins 
(2010); Kenneally, Bailey, and Maughan (2010); and 
Dittrich, Bailey, and Dietrich, 2009. 

As part of her proactive security research, Alice, a 
North American researcher, has devised a new type of 
computer worm, which is a form of malicious software 
that propagates itself from one computer to another via 
the Internet. Her graduate student, Bob, has imple­
mented this new worm so that he and Alice can study its 
properties in the controlled environment of their own 
lab; that is, the worm will not be intentionally released 
to the open Internet. Alice and Bob do not have to get 
REB approval for their research, because they are not 
experimenting with, nor gathering data from, humans. 
However, an accidental release of the worm would affect 
humans’ computers, perhaps even making computer 
networks unusable. Furthermore, the worm release could 
trivially infect computers across cultural and legal 

boundaries. Dissemination of the work, even assuming 
no accidents occur, may benefit the “bad guys” as well as 
regular computer users. 

CaSE 2 

Alice and Bob are hard at work on another research 
project.4 Here, a malicious worm is spreading on the 
Internet. Every time the worm infects a new computer, 
it automatically contacts a website in Europe, request­
ing a file from its web server. This website, which does 
not appear to be affiliated with the worm’s creator(s), 
keeps records of all such requests, logging the date and 
time of the request; the name of the requested file; and, 
most significantly, the Internet Protocol (IP) address of 
the requesting computer. This address identifies the 
computer (which may have only a single user who is 
therefore also identified); even a portion of the address 
might provide details about the location of a user (e.g., 
coming from a specific organization or particular loca­
tion, such as a work computer). 

The website, realizing it is involved with a worm infec­
tion, makes these logs public to help security researchers 
(including Alice and Bob) thwart the worm. This is a le­
gitimate action. However, the data were generated by a 
worm infecting computers without the legal right to do so. 
The traceable IP addresses of computers may be considered 
personally identifiable information. Even if a specific per­
son is not identifiable, the ability to identify an organization 
might be sensitive; an antivirus company or bank may suf­
fer reputational damage from such a disclosure. 

Alice and Bob most likely do not need REB approval 
to work with these data. The data are publicly available, 
and, assuming the worm propagated itself from com­
puter to computer without human involvement, the data 
were arguably not collected from humans. However, as 
in Case 1, indirect effects of Alice and Bob’s research may 
impact people and organizations. 

CaSE 3 

Alice is also interested in the methods “bad guys” use 
to attack and take control of computers across a net­
work. In one of her research projects, she has set up a 
computer on her university’s network which is de­
signed to be attractive to attackers. Studying the logs 
of this computer’s network activity may shed light on 
attackers’ methods. 

The best results require the collection and analysis of 
full IP addresses, which raises the privacy concerns 
noted in Case 2. Furthermore, Alice anticipates intensive 
data processing that exceeds her lab’s capacity, so she will 
be performing much of her analysis using a cloud com­
puting cluster, which allows her to access powerful 
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computers through the Internet. But cloud computing 
resources are, by design, shared resources. As the 
National Institute of Standards and Technology 
(2010, np) defines it, cloud computing is a “model for 
enabling convenient, on-demand network access to a 
shared pool of configurable computing resources . . . that 
can be rapidly provisioned and released.” Thus, perform­
ing analysis of potentially sensitive data in a cloud com­
puting environment raises further concerns about 
privacy and confidentiality. 

Alice is well aware of the issues with both IP addresses 
and cloud computing, but also wants the best research 
results. She submits an REB application that outlines the 
potential risks involved with privacy, anonymity, risk, 
and harm in her protocol. She is diligent and makes her 
best effort to conduct the research in an ethical fashion. 
She selects a domestic cloud-computing provider to 
avoid data crossing legal jurisdictions. The cloud com­
putation is performed on a version of the data that are 
anonymized to avoid identifying individuals in the event 
the data are acquired by outside parties. The IP addresses 
she collects are reported only in aggregate form to avoid 
identifying individuals or organizations. 

Discussion 

An REB would first ask: Is this research? In each case, 
the researchers are producing generalizable knowledge 
for the benefit of society, and thus, the answer is yes. We 
would then ask: Does this research involve human sub­
jects? Not surprisingly, each case raises the level to 
which an REB might be involved in a protocol review, 
as each blurs the line a bit more between human sub­
jects and nonhuman subjects research. We are not as­
serting an overly conservative view of these forms of 
security research, nor are we contributing to what has 
been commonly called REB “mission creep.” However, 
we do want to advocate for an ethical evaluation based 
on the potential for harm to humans from research ac­
tions, not whether humans are directly involved or not. 
Under the U.S. regulatory framework, we believe that 
most likely these cases would be categorized as minimal 
risk. Researchers and boards must balance presenting 
risks related to the specific research with risks related to 
the technologies in use. 

We contend that Case 1 would clearly not be consid­
ered human subjects research, as no identifiable infor­
mation is being collected, nor is there any intervention 
with a human subject; although there is potential for 
harm to society at large if the worm were to be released. 
But, we must ask:Who may be harmed by this research 
and how is that potential harm addressed? Does anyone 

need to consent or be informed if an experiment goes 
awry? Due diligence and professional and disciplinary 
ethics are key in this case, and those standards have been 
established in the realms of the ACM and the IEEE; 
while the security field, as noted, may be less solidified 
in its ethical frameworks, there are professional stan­
dards to uphold. 

As we move into Cases 2 and 3, the distance between 
the researcher and human subjects decreases, and ac­
cordingly, a review board’s involvement becomes more 
likely. Markham and Buchanan (forthcoming) have re­
ferred to this concept as the distance principle, which is 
relevant to addressing the question “Is this human sub­
jects research?” in novel computer-mediated research. 
Markham and Buchanan assert that 

as the conceptual or experiential distance between 
the researcher and author/participant decreases, we 
are more likely to naturally define the research sce­
nario as one that involves humans. For example, 
an email or virtual worlds interview produces data 
that are experientially near the participant. As the 
conceptual or experiential distance between the 
object of research and the person who produced it 
increases, there may be a tendency to define the 
research scenario as one that does not involve 
“human.” For example, an aggregation of surfing 
behaviors collected from a bot or a data set contain­
ing thousands of tweets is conceptually distant from 
the participant. 

In Case 2, the researchers’ distance from the human 
subject is considerable. As in Case 1, we can ask, “Who 
are the subjects?” Is the availability of the personally 
identifiable information recorded by the worm’s activi­
ties available for use by the researchers? Of import, the 
researchers are not themselves collecting data; this ex­
ample aligns more closely with publicly available data 
sets. However, Case 2 does raise the hot-button issue of 
IP addresses. The Office for Human Research Protections 
has not issued a formal statement on whether IP ad­
dresses are considered to be personally identifiable in­
formation for purposes of the HHS protection of human 
subjects regulations at 45 CFR Part 46. However, for pur­
poses of the HIPAA Privacy Rule, the HHS Office for 
Civil Rights has opined that an IP address is considered 
to be a direct identifier of an individual. Other European 
data regulations consider IPs as identifiers, and as such 
fall under the realm of the EU Data Directives (1995, 
2006). This presents a challenge for international re­
search and should be considered carefully by researchers 
and boards5 (Buchanan, Gallant, Odwazny, & Miller, 
2011; Buchanan, 2012). 
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As we move into Case 3, the researcher is collecting IP 
data; the issue of consent arises. Who would be consent­
ing? Similar to phishing research, the subject population 
may be dispersed and obtaining consent impracticable. 
This would qualify as a minimal risk with waiver of con­
sent. However, if the researcher were to obtain consent 
from subjects, the language of traditional consent docu­
ments and protocols would not fit. Risks and harms 
should be presented in appropriate language, such as 
“There are potential risks of data loss, data manipulation, 
or unauthorized access by outside parties in this form of 
research. All appropriate precautions will be taken to 
ensure the security and integrity of the data.” Statements 
informing subjects where data will be housed, for how 
long, and accessible by whom is significantly different in 
computer security research—though any disciplinary 
research using computer-enabled and especially net-
worked forms of collection, analysis, or dissemination 
technologies will continue to share in these concerns. 
For this reason, while this paper focuses on the specific 
area of computer security, many of its concerns are gen­
eralizable in this age of networked and dispersed re­
search activity. 

As depicted in Case 3, the use of cloud services poses 
confidentiality concerns for REBs, and of course not only 
in the area of computer security research but across dis­
ciplines. As Pearson (2009) has pointed out, “[C]loud 
services … typically result in data being present in un­
encrypted form on a machine owned and operated by a 
different organization from the data owner”; conse­
quently, researchers will need to take significant precau­
tions with anonymization techniques and data security 
strategies. Because most researchers, and indeed, many 
REB members are not computer security experts, uni­
versities will need to prepare themselves in a shared re­
sponsibility model. We recommend the data security 
model developed by Harvard (2010). 

Case 3 shows the potential where a security breach 
plus lack of encryption can put the privacy of potentially 
sensitive material at high risk. While it is up to the re­
searcher to control data privacy, this might not always 
be possible when data are stored offsite or in the hands 
of another. The researcher in our case took appropriate 
precautions, but third-party sites do change their policies 
and terms of use regularly, and as such, a diligent re­
searcher must actively anonymize data, aggregate data, 
and remain aware of the cloud service’s policies. 
Furthermore, access to data changes in the cloud envi­
ronment, as Jaeger, Lin, and Grimes (2008) state: “Cloud 
providers have legitimate reasons for monitoring use of 
the resource, which is necessary to perform routine 
maintenance” (p. 276). Further, if the research is overseen 

by an institution/REB, in the U.S. context, the federal 
government has the right to see the data. A related issue 
is ownership of the data, and a researcher may not have 
the certainty to claim ownership and to assure his or her 
subjects that the data belong to the researcher. Chow et 
al. (2009) further bring into question the level of access 
or control a researcher might have over his or her data 
when they are stored in a cloud. While the researcher 
might hold his or her data privacy to certain standards, 
the same might not be said for the companies: “The com­
mercial providers of various cloud computing innova­
tions say little about the confidentiality or privacy of the 
information placed under their control, and the legal 
rights and regulatory authority for the protection of the 
privacy of cloud computing users are not well defined” 
(Aldrige, Medina, & Ralphs, 2009, p. 8). For these rea­
sons, Case 3 presents the most challenge for REB review; 
issues of privacy, ownership, access, control, retention 
and destruction of data become mediated issues, not 
solely under the auspices of the researcher—or even the 
REB. 

Best Practices 

The most basic question we must ask is one that chal­
lenges an implicit assumption we have made through­
out: Is an REB (still) relevant to CS research? 

We assert that ethics oversight is highly significant and 
meaningful for CS research, to maintain the public trust 
and safeguard the public interest. Reviewing research for 
potential harm is a good thing, regardless of discipline. 
We therefore reject the extreme notion that no ethics 
oversight is needed in CS research, such as raised in our 
cases. What we have not addressed, however, is whether 
such oversight should come from an REB, or, what form 
that REB may take. As noted, Ross et al. (2010) have 
provided an alternative to the traditional REB in the 
framework of community-based participatory research 
in translational medicine. Their model readjusts the no­
tions of risk and benefit, and accordingly, changes the 
ways in which the REB operates. 

For an REB to provide meaningful, relevant oversight, 
it must be in a position to understand technological is­
sues and provide appropriate guidance. As suggested by 
Buchanan and Hvizdak (2009) and by Aycock et al. 
(2011), one way to achieve that goal is to involve com­
puter scientists in the REB, either on the committee di­
rectly or in an expert advisory capacity when needed. 
We suggest that the former is preferable to the latter, as 
most research does involve computers at some point. 
At the U.S. regulatory level, supplementing the board 
with outside expert consultancy is advised and certainly 
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within the rights and responsibilities of the REB (see 45 
CFR 46.107[a]). 

Another approach to ethics oversight is to transform the 
REB in a more fundamental way to make it relevant to CS 
research. U.S. Federal Regulation 45 CFR 46(f) suggests 
that a technical expert can advise on a board but in a non­
voting capacity. Alternatively, we may focus on 45 CFR 
46.107(a) and constitute a board that includes computer 
scientists, not only biomedical and social scientists. Instead 
of adding CS expertise to the board in an advisory capac­
ity, we suggest a shift towards a CS-focused review board. 
This model would work best at larger institutions, and 
would follow the model used by various types of review 
boards existing across an institution (for example, a board 
for clinical research, a social science board, a board which 
deals only with exempt research, a Conflict of Interest 
Committee, and so on). None but the largest universities 
could staff such a board, hence we propose an extra-review 
board, or E-RB, an ethics review board unaffiliated with 
any one university that would be comprised of computer 
scientists and security specialists from many different in­
stitutions. We could conceive of the E-RB in both the tra­
ditional sense, that is, it could exist with institutional 
powers of authority, or it could be developed to exist as an 
advisory board. 

While the advisory model challenges extant notions 
of regulation, it holds potential for novel ways of assist­
ing or enhancing existing review boards. If a university’s 
review board receives a protocol based on Case 3, and is 
unsure of the implications for subjects, the board could 
consult with the E-RB; they could provide expert guid­
ance and call attention to the unique ethical issues within 
a specific research realm. An added benefit to extricating 
ethics review from individual institutions is that nontra­
ditional researchers outside academia could conceivably 
have their research reviewed, as could researchers from 
smaller institutions or from developing countries where 
the resources for a full REB may be lacking. Establishing 
and operating E-RBs would seem to fall within the man­
date of professional computing organizations like the 
ACM, in conjunction with national research bureaus. 
This model requires that the CS experts within these 
E-RBs have human subjects regulatory expertise. It as­
sumes that ethics will be considered relevant and that 
human subjects ethics is understood and applied where 
appropriate within a discipline, CS, and a subdiscipline, 
computer security, that does not have a long-standing 
relationship with REBs and extant research ethics frame­
works. Another conceptualization may be a board that 
evaluates “human non-subjects research” (Brothers & 
Clayton, 2010) such as data, or even biological speci­
mens. This model, of course, has implications for other 

disciplines, as well. What would prevent another disci­
pline from arguing its specificity such that it needs its 
own unique review board? 

We hope that the issues presented herein have shown 
that computer security indeed presents significant chal­
lenges, and that currently, REBs are often unprepared to 
review such protocols. At this time, this model of an 
E-RB could be beneficial to both researchers and review 
boards. As REBs evolve, and as more research becomes 
fundamentally mediated by computers, which is occur­
ring, this model may be unnecessary. 

CS-related organizations (e.g., ACM, IEEE, USENIX) 
can assume a leading role in cultural change by requiring 
conference and journal papers to be submitted along 
with a certificate of E-RB/REB approval or a statement 
explaining why one was not required. This is similar in 
spirit to requirements for medical journal submissions, 
for example, the Journal of the American Medical 
Association (JAMA), and many other journals. Aycock 
et al. (2011) have advocated for this model in computer 
security research, and such “certification” was endorsed 
at the recent Workshop on Ethics in Computer Security 
Research (2011). 

No amount of REB restructuring or cultural change 
makes any difference if CS research is not vetted through 
ethical review processes, as in Cases 1 and 2. We see 
many implications to this. 

First, explicit ethics policies can be developed to cover
specific situations. For example, École Polytechnique in 
Montréal, Canada (EPM), has ethics guidelines enacted 
to cover research involving computer security risks; this 
is the only such policy that we are aware of. The major 
drawback to this method, of course, is that it is piecemeal 
and invariably will miss some research that should re­
ceive ethics approval. In fact, the underlying problem is 
deeper and derives from the nature of computers them­
selves. Simply stated, computers (particularly networked 
ones) allow indirect, second-order effects to occur with 
a speed and reach rarely matched in the physical world. 
In Case 1, a worm program thought to be safely con­
tained could quickly spread around the world and indi­
rectly affect people worldwide. In Case 2, a worm 
running autonomously on computers worldwide gener­
ates data that can identify people indirectly. Even some­
thing pedestrian by CS standards, such as releasing 
research software publicly, can have indirect conse­
quences if that software is then used by programmers to 
develop an application for end users. 

Second, computer security research review can follow 
more closely the protocol review standards of other 
“nontraditional” forms of research review, e.g., disaster 
or emergency research (noting the recent release of the 
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March 2011 FDA: Guidance—“Exception from Informed 
Consent Requirements for Emergency Research”). We 
must consider the full physical and virtual environmen­
tal impact of CS research as part of ethics review. Given 
the recently recognized demands of community-engaged 
research and translational medicine, the task of assessing 
the environmental impact of research on the larger so­
ciety is not a new role for REBs. Awareness of these po­
tential adverse effects is of course ultimately tied with 
consent. Standard practices of waiving elements of in­
formed consent in minimal risk research will and should 
apply to CS research. In our cases, and in many examples 
of CS research, obtaining consent is impracticable. 
Regarding informed consent processes, we recommend 
that researchers work with their REBs to best establish 
practices for “knowledge checks” throughout the research 
process to ensure understanding of risks and benefits, 
especially in complex CS research settings. 

If obtaining consent is impracticable, as with any 
research, if the scientific value overrides the need for 
consent, the researcher should clearly justify these con­
ditions (see FDA, 2011). Relatedly, when an adverse 
event occurs in CS research, the researcher must be 
very clear about reporting such events. However, in a 
large-scale computing environment, this may be im­
practicable as well. 

Ultimately, for ethics guidelines to fully apply to CS 
research, a fundamental change in the concept of a 
“human subject” may be in order. At the current time, 
federal regulations covering federally funded research in 
the U.S. define a human subjects specifically as a “living 
individual about whom an investigator conducting re­
search obtains (1) data through intervention or interac­
tion with the individual, or (2) identifiable personal 
information” (45 CFR 46.102[f]). Much CS research will 
fall under an exemption. We hold that while research 
may not conform exactly to the extant regulatory defini­
tions, there is still a need for ethical review. At the most 
fundamental level, if a researcher is collecting data about 
or from a bot that is person-based, i.e., representative of 
a living person, it will be considered human subjects re­
search. As online environments become more sophisti­
cated, and as researchers engage in more bot-enabled 
research, the threshold of human subjects will change. 
But, in order to make sound decisions around bot or 
avatar subjects research, the level of interaction or inter­
vention is significant to consider. We advocate using the 
distance principle as a supplementary starting point, in 
addition to the regulatory flowchart’s questions. A re­
searcher may be engaging only in observation of behavior 
and not direct intervention. If observation is occurring, 
we would then ask if the bot or avatar is in a public space, 

with any expectation of privacy. These lines are indeed 
very fuzzy in online environments. A baseline consider­
ation for review boards should be the “entry require­
ments” for the researcher into a specific site or 
environment where such bots or avatars exist. If there 
are strong entry requirements in the forms of cost or 
restrictive policies, such venues should be considered 
private and thus the observation exemption will not 
apply. But, computer security research brings the added 
complexity of criminal behavior, so REBs may need to 
elevate a seemingly minimal risk protocol to risk, if 
criminal behavior in the forms of phishing or direct de­
nial of service attacks are the issue under observation. 
Then, of course, an exemption would not apply. 

Educational Implications 

The implications of this discussion for education are 
twofold, as they apply to two distinct groups: already-
active researchers and up-and-coming students. CS re­
searchers who are already active could, quite rationally, 
see changes to ethics requirements as imposing an ob­
stacle to their research progress. While educational 
outreach to established CS researchers would be help­
ful, we suggest that any changes here must be enforced 
by pressure from publishing venues for demonstrably 
clean ethical “bills of health” as mentioned earlier, as 
well as imperatives from national granting agencies. 
The other group, students, are in the best position to 
learn about new perspectives on ethics in CS research 
because they are still in training. Furthermore, students 
are ultimately where long-term educational initiatives 
will pay off, as already-active researchers leave the sys­
tem. 

Acculturating students in a framework of research eth­
ics that is at once disciplinarily appropriate, robust in its 
ethical grounding, and responsive to the changing and 
malleable world of computer security research must 
begin early and be persistent. The REB cannot be an af­
terthought, and correspondingly, REBs should not con­
sider CSs or security research as an afterthought, but 
should seek out opportunities to work collaboratively. 
Finn and Jakobsson showed the benefits of collaboration 
between a computer scientist and an REB chair in their 
research, described earlier. 

At a recent Columbia University Institutional Review 
Board Conference, both CS and Internet research were 
discussed; the importance of ongoing educational efforts, 
bringing together researchers from nontraditional human 
subjects fields, was highlighted. Other REB forums have 
done the same, as have the OHRP Community Research 
Forums. PRIM&R (Public Responsibility in Medicine and 
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Research) has been responsive and has been including 
these emergent forms of research in their conferences and 
research agendas. These are all encouraging signs of a 
healthy future for REBs and researchers as they engage in 
and review nontraditional forms of research. Computer 
security research is not the first, nor will it be the last, to 
confound REBs; we suggest that REBs consider novel, yet 
analogous models, as suggested herein; those include 
emergency and disaster research; international research; 
translational medicine; and community-based participa­
tory research. Similar to Shore et al. (2011), we encourage 
curricular revisions in standard research ethics trainings, 
such as CITIs. 

Research agenda 

As more REBs encounter emergent forms of computer 
security research, and as computer systems and the 
ethical complexities inherent to the networked world of 
research are embodied across disciplines, strong ethical 
guidance is needed. We support a shared responsibility 
model, where researchers, REBs, and information tech­
nology experts work together to disclose, understand, 
and accommodate the unique ethical issues within CS 
research. We realize this is a paradigm shift and ap­
plaud the Harvard University Data Security Team for 
providing a robust example of shared responsibility and 
ethics. We also support Dittrich, Bailey, and Dietrich’s 
(2011) call for a community of ethics within computer 
security research. In order to infuse more human sub­
jects research ethics awareness into computer disci­
plines, we need to evaluate anew what ethical issues are 
being covered in curricula, and work with professional 
societies such as ACM and IEEE, along with those as­
sociations relevant to the REB community at large, such 
as PRIM&R (again, see Shore et al., this issue) to ensure 
that coverage squarely includes human subjects, and 
human nonsubjects ethical issues. This latter form of 
research will only continue to grow, and the ethics re­
view community can both shape its future and assure a 
strong model of research ethics and integrity. 
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Notes 

1. An avatar is defined as a character, graphic, or other 
representative persona used by an individual online; 
bot, short for “robot,” often refers to a piece of code or 
program meant to automate work that would otherwise 
be done by an individual (see internetresearchethics. 

org for further examples); Maes (1995, p. 108) defines 
an artificial autonomous agent as “computational sys­
tems that inhabit some complex dynamic environ­
ment, senseandact autonomously inthisenvironment, 
and by doing so realize a set of goals or tasks for which 
they are designed.” 

2. We 	 	refer readers to the Internet Research Ethics 
Commons Working Glossary at internetresearcheth­
ics.org for guidance on these and emerging terms in 
e-research. 

3. Dittrich, Bailey, and Dietrich (2009) define botnet 
research as that which “centers around the detection 
and mitigation of large numbers of infected hosts, or 
bots, networked into a single distributed system, or 
botnet.” 

4. This was initially inspired by a posting regarding the 
Gibe.F worm (Smith, 2003). 

5.	 	 The authors express their gratitude to Ms. Laura 
Odwazny, Senior Attorney, Office for Human Research 
Protections, Office of the General Counsel, Public 
Health Division, U.S. Department of Health and Human 
Services, for her unofficial guidance on this issue. 
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